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Abstract—We present a new differential synthetic aperture
radar (SAR) interferometry algorithm for monitoring the tem-
poral evolution of surface deformations. The presented technique
is based on an appropriate combination of differential interfer-
ograms produced by data pairs characterized by a small orbital
separation (baseline) in order to limit the spatial decorrelation
phenomena. The application of the singular value decomposition
method allows us to easily “link” independent SAR acquisition
datasets, separated by large baselines, thus increasing the obser-
vation temporal sampling rate. The availability of both spatial and
temporal information in the processed data is used to identify and
filter out atmospheric phase artifacts. We present results obtained
on the data acquired from 1992 to 2000 by the European Remote
Sensing satellites and relative to the Campi Flegrei caldera and
to the city of Naples, Italy that demonstrate the capability of
the proposed approach to follow the dynamics of the detected
deformations.

Index Terms—Ground deformations, SAR interferometry, syn-
thetic aperture radar (SAR).

I. INTRODUCTION

D IFFERENTIAL synthetic aperture radar interferometry
(DIFSAR) is a relatively new technique that has been suc-

cessfully used for generating large-scale surface deformation
maps on a dense grid (the displacement field being measured
in the radar line of sight) and with a centimeter-to-millimeter
accuracy [1]. While the DIFSAR approach has been applied
several times to the analysis of a single deformation episode
[2]–[7], the interest of the scientific community is now pro-
gressively moving toward the study of the temporal evolution
of the detected deformations, and some results have already
been presented in the literature [8]–[13].

An effective way to study the temporal behavior of the de-
tected phenomena is the generation of time-series that allows us
to follow the evolution of the monitored deformations; to do this,
the information available from each data pair must be properly
related to those included in the other acquisitions via the gener-
ation of an appropriate sequence of DIFSAR interferograms. A
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key limitation, in this case, is that data pairs used to generate dif-
ferential interferograms must be acquired from relatively close
tracks (the spatial separation between orbits is referred to as
baseline) in order to reduce both spatial decorrelation and to-
pography errors. In practical cases, as for the European Remote
Sensing (ERS) satellites ERS-1 and ERS-2 sensors, the avail-
able acquisitions are generally distributed in small baseline (SB)
subsets, separated by large “baselines”; accordingly, only one
deformation time series for each subset can be easily obtained
[11], [12]. Since these results are typically poorly sampled in
time and not directly linkable to those computed from other sub-
sets, the limitation to exploit all the available acquisitions for the
generation of an overall deformation time-series is evident.

Some advances in this field have been recently introduced at
the expense of the processed area coverage. First of all, it has
been demonstrated that small man-made features remain very
correlated over time [14], [15], although interferograms over
these areas only show pointwise information. Moreover, a new
solution for maximizing the number of acquisitions used has
been proposed, and the technique is referred to as permanent
scatterers (PS) [16], [17]. This approach implies the generation,
with respect to a common (master) image, of a DIFSAR interfer-
ogram for each available acquisition even if the exploited data
pair is characterized by a large baseline (even larger than the
critical baseline [1]) and, therefore, affected by baseline decor-
relation phenomena. It is evident that, in this case, the use of all
the available data acquisitions is accomplished, but at the ex-
pense of imaged pixel density; indeed, only those targets that
exhibit sufficiently high coherence values, even at large spatial
baselines (i.e., the PS targets), are considered, and their den-
sity may be in some cases rather low; this often happens, for
instance, in nonurban areas.

This work proposes a new DIFSAR approach for the evalua-
tion of the earth’s surface deformationevolution; it extends the
technique presented in [11] and [12] to the case of multiple SB
acquisition subsets via an easy and effective combination of all
the available SB interferograms. The combination is based on
a minimum-norm criterion of the velocity deformation, easily
obtained in our case via the application of the singular value de-
composition (SVD) method. The presented technique satisfies
two key requirements: to increase the “temporal sampling rate”
by using all the acquisitions included in the different SB subsets
and to preserve the capabilities of the system to provide spatially
dense deformation maps, the latter being a key issue of conven-
tional DIFSAR interferometry. Clearly, this latter requirement is
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related to the use of small baseline interferograms that limit the
baseline decorrelation phenomena. We further remark that our
approach is easily implemented as a postprocessing step applied
to the set of DIFSAR interferograms that may be generated via
already available interferometric data processing tools.

The proposed combination technique relies on the use of
unwrapped DIFSAR interferograms, with the unwrapping
operation implemented via a two-step processing procedure
extending the sparse-grid approach presented in [18]. More-
over, in spite of the limited influence of possible errors in the
removal of the topographic phase contribution, an estimate of
the topography error is included in our processing algorithm
to increase its robustness. Additionally, an atmospheric phase
artifacts filtering operation is carried out on the computed
space–time deformation measurements following the lines of
the solution developed for the PS technique [16], [17]; in our
case, the filtering operation takes benefit from the high spatial
density of the imaged pixels.

We present results obtained on the data acquired from 1992
to 2000 by the ERS satellites and relative to the Campi Flegrei
caldera and to the city of Naples, Italy that demonstrate the ca-
pability of the proposed approach to follow the dynamics of the
detected deformations.

The paper is organized as follows. Section II explains the ra-
tionale of the technique that links the interferograms computed
from separate data subsets. Section III describes the overall data
processing procedure. Section IV is dedicated to the presenta-
tion of the obtained results. Conclusions and further develop-
ments are addressed in Section V.

II. PROBLEM FORMULATION1

Let us start our analysis by considering SAR im-
ages relative to the same area and acquired at the ordered
times ( ). We also assume that each acquisition may
interfere with at least another image; this implies that each
SB subset is composed by a minimum of two acquisitions.
Based on the above hypothesis, we conclude that the number
of possible differential interferograms, say , satisfies the
following inequality (we have implicitly assumed odd):

(1)

Let us now briefly summarize the main characteristics of the
DIFSAR interferograms considered and clarify the key issues of
the investigated problem. Accordingly, we consider the generic
-interferogram computed, in the pixel of azimuth and range

coordinates ( ), from the SAR acquisitions at times and
; this, following the topographic phase component removal

[1], is given by

(2)

wherein is the transmitted signal central wavelength, and
and are the line-of-sight (LOS) cumula-

1The main contribution to the formulation of this section has been provided
by G. Fornaro.

tive deformations at times and with respect to the instant
, assumed as a reference. As a consequence, we have that

, and therefore it is natural to identify ,
with , as the wanted deformation time series and
to assume as the associated phase component; thus

.
A few additional remarks on (2) are in order. First of all, we

note that in the equation the decorrelation phenomena have been
totally neglected as well as possible phase artifacts caused by
changes in the atmosphere refraction index between the acqui-
sitions and/or due to a nonprecise removal of the topographic
phase component; these assumptions allow us to simplify the
presented analysis without losing the rationale of the discussion
and will be removed in Section III.

Moreover, we have also implicitly assumed that the phase
signal is unwrapped and calibrated with respect to one pixel
whose deformation is known (typically a high coherent pixel
located in a nondeforming zone). A further feature of the pro-
posed technique implies a pixel-by-pixel temporal analysis; ac-
cordingly, the dependence of (2) on the variables is not
explicitly mentioned hereafter. A discussion on the consequence
of this pixel-by-pixel analysis is provided at the end of the sec-
tion.

Let

(3)

be the vector of the unknown phase values associated with
the deformation of the considered pixel and

(4)

be the vector of the (known) values of the computed DIFSAR
interferograms. Equation (4) identifies the following two index
vectors:

(5)

corresponding to the acquisition time-indexes associated with
the image pairs used for the interferogram generation. Note also
that we assume the master () and slave ( ) images to be
chronologically ordered, i.e., . In
other words we have that

(6)

Accordingly, the expression (6) defines a system ofequations
in unknowns that may be organized in the following matrix
representation [11]–[13]:

(7)

being an matrix where we have
if , and zero other-

wise. For instance, if and , then
would have the following form:

(8)
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Expression (8) highlights that is an incidence-like matrix, di-
rectly depending on the set of interferograms generated from the
available data. Due to this characteristic, if all the acquisitions
belong to a single SB subset, it turns out that , and
is an -rank matrix. Accordingly, the system of (7) is a well-

or an overdetermined ( ) system, and its so-
lution can be obtained, in general, in the LS sense as [19]

with (9)

Unfortunately, as pointed out in Section I, the availability of an
entire dataset belonging to a single SB subset is typically un-
common; therefore, in order to increase the temporal sampling
rate of the deformation signal, we must face the case of data be-
longing to different subsets. Clearly, we might still refer to the
formulation in (7), but it is easily recognized that in this case

exhibits a rank deficiency, and therefore is a singular
matrix in (9). For instance, if we assume to facedifferent SB
subsets, the rank of will be , and the system will
have infinite solutions (we assumed ; similar arguments
apply to the other case).

A simple solution for inverting the system in (7) is provided
by the SVD method [19], [20]. This allows us to evaluate the
pseudoinverse of the matrix that gives the minimum-norm
LS solution of the system of (7).

In particular, by using the SVD decomposition, we decom-
pose as follows [20]:

(10)

where is an orthogonal matrix whose first
columns, called the left-singular vectors of, are the eigen-
vectors of ; is an orthogonal matrix whose
columns, the right-singular vectors of, are the eigenvectors of

, and is the matrix whose entries (the singular
values ) are the square root of the corresponding eigenvalues
of the matrix . Being generally ,
eigenvalues are zero; moreover, due to the singular nature of

, there are additional null eigenvalues. In summary we
have

(11)

The estimate in the LS sense with minimum norm is finally
obtained as follows:

with (12)

where . Accord-
ingly, we have [20]

(13)

where and are the column vectors of and , respec-
tively.

This solution is characterized by a minimum-norm constraint
on the phase signal and, accordingly, on the detected deforma-
tion [see (2)]. As a consequence, the method forces the solu-
tion, in accordance with the starting equation system (7), to be
as close to zero as possible. Unfortunately, this solution method

Fig. 1. Pictorial comparison between the minimum-norm phase (dashed
line) and the minimum-norm velocity (continuous line) deformations. Two SB
subsets, identified by dots and crosses, are considered in this example.

may introduce large discontinuities in the cumulative deforma-
tions obtained, thus leading to a physically meaningless result;
a pictorial example is shown in Fig. 1.

In order to guarantee a physically sound solution, we manip-
ulate the equation system in (7) in such a way to replace the
unknowns with the mean phase velocity between time-adjacent
acquisitions. Accordingly, the new unknowns become

(14)

and in place of (6) we have

(15)

that, organized in a matrix form, finally leads to the expression

(16)

Note that the matrix is again an matrix; however,
we have now that the generic ( ) element will be

for , and
elsewhere. Of course, in this case the SVD decomposition

is applied to the matrix , and the minimum-norm constraint
for the velocity vector does not imply the presence of large
discontinuities in the final solution (see the continuous line in
Fig. 1); obviously, an additional integration step is necessary to
achieve the final solution.

As an additional remark we note that we have considered a
minimum-norm deformation velocity hypothesis for linking the
different subsets information without using any further knowl-
edge on the investigated deformation. It should be also pointed
out that even the presence of a discrete deformation event con-
centrated in a few temporal points (i.e., an earthquake or a vol-
canic event) would be detected, provided that all the interfer-
ograms are properly unwrapped and calibrated with respect to
one pixel whose deformation is known, as already stated.

Moreover, any available additional time-model information
could be easily encompassed in the presented formulation. For
instance, if the model parameter vectorexhibits a linear rela-
tionship with the velocity vector , i.e.,

(17)
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where the columns of describe the vector components of,
then by substitution in (16) we have

(18)

Since the considered model is typically based on a few param-
eters (i.e., ), it generally leads to a simpli-
fication of the inversion of the system (18). In particular, for a
smooth temporal model, the system (18) turns out to be gener-
ally nonsingular, thus allowing us to compute the solution via
the left inverse matrix. For example, by assuming a cubic be-
havior for the time variation of the phase signal, for the generic
-component we have

(19)

with , , and being three unknown parameters accounting
for the mean velocity, the mean acceleration, and mean acceler-
ation variation, respectively. In this case, we have that the term

in (17) is trivially obtained from the expression

(20)

while is

(21)

An easy extension of this model to pixel groups, or even to the
whole available area, would allow us to benefit from the in-
troduction of three-dimensional (3-D) space–time deformation
models. As a matter of fact, to relate the information between
two pixels, letting

be the systems associated to thepixels, we may reason on
the following space–time extended problem:

(22)

with , ,
. At this stage, following (17), the

space–time deformation model is easily introduced as

(23)

where and are the space–time model and parameter of the
deformation. Along these lines, 3-D space–time phase-unwrap-
ping algorithms could be also investigated.

III. PROCESSINGALGORITHM

Before going into the details of the algorithm implementing
the SVD-based approach discussed in Section II, it is important

to reconsider, in a more realistic scenario, the DIFSAR phase
expression in (2); accordingly, let us rewrite the interferometric
signal as follows:

(24)

wherein three additional phase components, with re-
spect to (2), are present. The second one, i.e., the term

, accounts for possible phase artifacts
caused, within the DIFSAR phase generation process, by an
error in the knowledge of the scene topography; note that
the impact of these artifacts depends on the orbit separation
component (usually referred to as perpendicular baseline
or simply baseline) as well as on the sensor target distance
and on the look angle.

The third term in (24), represented by
, accounts for possible

atmospheric inhomogeneities between the acquisitions at
times and , and it is often referred to as atmospheric
phase component.

Finally, the term accounts for phase contributions caused
by the baseline and temporal decorrelation phenomena and by
the thermal noise effects.

In addition to the above considerations, in a real case, only
the restriction to the ( ) interval of the interferometric
phase (wrapped phase) is directly measurable from the regis-
tered image pairs; therefore, since (16) relies on the availability
of unwrapped signals, a retrieval operation must be carried
out on the wrapped data. It is important to underline that the
unwrapping operation is applied to each DIFSAR phase pattern
but only involves those pixels that exhibit an estimated coher-
ence value higher than an assumed threshold; this hypothesis
allows us to exclude the pixels strongly affected by noise that,
therefore, carry out no significant phase information and may
have a negative impact on the performance of the unwrapping
procedure. In particular, we have implemented the approach
presented in [18] that is suitable for such a kind of sparsely
coherent data. Pixels occurring in low coherence areas are just
“filled in” via an interpolation step (implemented via a Delauny
triangulation) starting from data located in high coherent
unwrapped pixels. Note that our technique is independent
of the phase-unwrapping algorithm used; accordingly, other
choices could be possible.

The overall processing is implemented following the block
diagram of Fig. 2. After the phase-unwrapping step, we jointly
estimate a temporal low-pass (LP) component of the defor-
mation signal and possible topographic artifacts via the least
squares solution of the following system of equations derived
from (18):

(25)

wherein
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Fig. 2. Block diagram of the implemented algorithm.

and , and wherein and are related to the
LP component of the unwrapped signal (in reality, we typically
consider, for sake of simplicity, its truncation to the first-order
term) and to the topography artifacts, respectively. Even if the
need for the estimation of the topographic factor in (24)
could appear irrelevant due the hypothesis of low baseline in-
terferograms, we remark that the amplitude of local topographic
artifacts may significantly exceed the expected digital elevation
model (DEM) accuracy, thus causing a remarkable degradation
of the produced DIFSAR fringes

Following this operation, the estimated LP phase patterns
and topographic artifacts are subtracted modulo-2from each
input interferogram, thus typically leading to a fringe rate reduc-
tion. Accordingly, a new unwrapping step can be applied to the
residual-wrapped phase patterns, the retrieval operation being
significantly simplified (an effective phase noise filtering can
be also easily performed at this stage due to the reduced fringe
rate). By adding back the subtracted LP phase component, we
finally achieve a refined unwrapped DIFSAR phase pattern.

At this stage, the SVD-based inversion discussed in the pre-
vious section can be finally applied. Accordingly, an estimate
of the deformation velocity vector is achieved for each investi-
gated pixel, and, following a trivial integration step, a measure-
ment of the phase signal is finally available with

; see (24). However, in view of (24), it is evident
that the results obtained do not only account for the wanted de-
formation signal but also for the decorrelation effects
and for possible atmospheric artifacts.

As far as the decorrelation phenomena are concerned, we
remark that they are significantly mitigated by the complex
multilook operation [21] carried out within the DIFSAR
interferograms generation process and by the coherence-driven
pixel selection. On the contrary, the presence of an atmospheric
phase component represents a critical issue because it may
significantly reduce the accuracy of the detected deformations
and, in some case, completely mask them out (see [22]–[24]).
Therefore, in order to mitigate the effect of these atmospheric
artifacts, a filtering operation must be performed on the output
of the SVD-based procedure. In this case, the applied filtering

operation is derived from the PS approach discussed in [16] and
[17], which is based on the observation that the atmospheric
signal phase component is characterized by a high spatial cor-
relation but exhibits a significantly low temporal correlation.
Accordingly, the undesired atmospheric phase component is
estimated as follows: first of all, we remove the LP component
of the deformation signal already estimated via (25); following
this step, the atmospheric phase component is detected as the
result of the cascade of a lowpass filtering step, performed in
the two-dimensional (2-D) spatial domain (i.e., azimuth and
range), and a highpass filtering operation with respect to the
time variable. Note that in our case the 2-D spatial filtering
operation relies on the overall estimated phase signal and not
only on a limited set of permanent scatters.

Once the atmospheric phase component has been evaluated,
it is finally subtracted from the estimated phase signal; the con-
version into a displacement signal is eventually achieved via the
multiplication by the correction factor ; see (24).

IV. RESULTS

The validation of this approach has been carried out by using
an ERS-1/ERS-2 dataset composed by 44 acquisitions acquired,
from June 8, 1992 until September 28, 2000, on a descending
orbit (track 36 and frame 2781; see Table I) and distributed
in three small baseline subsets; the 70 DIFSAR interferograms
used in this study are characterized by a (perpendicular) base-
line value smaller than 130 m. The test site, located in southern
Italy, includes the active caldera of Campi Flegrei and the city
of Naples (see Fig. 3). The overall analysis has been carried out
on DIFSAR products obtained following a complex multilook
operation with four looks in the range direction and 20 in the
azimuth one; hence, the pixel dimension is about 8580 m in
azimuth and range directions, respectively; moreover, the coher-
ence threshold has been fixed to 0.25. We remark that the pixel
dimensions have been chosen rather large in order to map sig-
nificantly wide areas without drastically expanding the overall
amount of data; moreover, the large number of complex looks
also allows us to reduce the phase noise.
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TABLE I
ERS-1/ERS-2 DATA USED. THE DIFFERENT

SB SUBSETS AREHIGHLIGHTED

In the results presented, the topographic phase component has
been removed by using a DEM provided by the Italian Army,
whose nominal height accuracy is of about 10–20 m, and the
ERS-1/ERS-2 precise orbit state vectors computed by the Tech-
nical University of Delft. In this case, despite the expected ac-
curacy, significant topography artifacts have been detected (see
Fig. 4), thus making the refined topography phase removal op-
eration a relevant step. Note also that the approach is applied
to pixels exhibiting an estimated coherence value higher than
the selected threshold in at least 30% of the computed interfer-
ograms. This assumption is consistent with the chosen strategy
of maximizing the spatial information.

In order to provide an overall picture of the detected deforma-
tion, we present in Fig. 5 the false-color map representing the
root-mean-square (rms) value of the computed deformation, for

Fig. 3. SAR image of the overall zone. The investigated area is highlighted.

Fig. 4. False-color map of the detected topography errors superimposed on the
SAR image amplitude of the investigated area.

Fig. 5. False-color map of the measured deformation rms superimposed on
the SAR image amplitude of the investigated area. The temporal evolution of
the deformations in the selected points identified by A, B, and C are shown in
Figs. 6(a)–(c), respectively. In points A and D, GPS measurements carried out
in March and September 2000 were available to us [25].



BERARDINO et al.: NEW ALGORITHM FOR SURFACE DEFORMATION MONITORING 2381

Fig. 6. Time-series deformation measured in (a) point A, (b) point B, and (c)
point C of Fig. 5.

each investigated pixel, superimposed on the grayscale repre-
sentation of the SAR image amplitude. Note that this rms repre-
sentation is visually effective and allows us to provide, for each
pixel of the investigated area, an integral information (with re-
spect to time) of the detected deformation whose amount be-
comes more significant as we move from green areas (stable
zones) to red ones (highly deforming zones); obviously, areas
where the measurement accuracy is affected by decorrelation
noise have been excluded from the false-color map.

Fig. 5 clearly shows that a significant deformation pattern is
present in two areas that can be easily identified: the largest
one, on the left-hand side, represents the Campi Flegrei caldera,
while the one on the right side, significantly smaller, is located in
the Vomero zone, a densely populated quarter within the city of
Naples. In order to demonstrate the capability of the proposed
approach to follow the temporal evolution of the detected de-
formation, some examples are provided in the following. Fig. 6
presents the chronological sequence of the computed deforma-
tions for a point (marked by A in Fig. 5) located in the area of
maximum subsidence/uplift of the Campi Flegrei caldera. Note
that the observed deformations are characterized by a rather
continuous subsidence phenomenon from 1992 until the begin-
ning of 2000, when a change of the deformation trend occurs
resulting in an uplift phase. These results are confirmed by geo-
detic measurements carried out by the researchers of the Os-
servatorio Vesuviano (OV), which is the institution in charge of
monitoring the deformations occurring in the area. In this case,
due to the availability of differential global positioning system
(GPS) measurements performed during the uplift crisis of the
year 2000 (these data have a height accuracy of about 1 cm [25]),
it was possible to perform a comparison between the SAR re-
sults and the geodetic measurements carried out in March and
September 2000 in the points A and D of Fig. 5, the latter being
located outside the highly deforming zone. The results obtained
by projecting, in the radar line of site, the GPS deformations

of A (relative to D) give 4.14 cm of displacement whereas the
corresponding SAR measurements result in 4.05 cm; the good
agreement between the two different types of data is evident.

Let us now consider the deformations occurring in the
Vomero area; in this case, the presence of a deformation effect
was originally revealed by SAR techniques [10], but again our
technique allows us not only to identify this deformation but
also to track its temporal evolution; this is evident when we
consider Fig. 6(b), wherein the evolution of the deformation
for a point (marked by B in Fig. 5) located in the area of
maximum deformation of this zone is presented. Note that in
this case no geodetic measurements are available, and therefore
no comparison was possible.

Finally, we have considered a point in the downtown area of
the city (marked by C in Fig. 5) that is supposed to be signifi-
cantly stable. This hypothesis is fully confirmed by our obser-
vations clearly showing [see Fig. 6(c)] that no deformation can
be detected in this zone during the investigated time interval.

As a final remark, we note that the presented technique has
been also recently applied to study the deformations occurring
at the Vesuvius volcano [26].

V. CONCLUSION AND FUTURE DEVELOPMENTS

This paper describes an innovative technique for investigating
surface deformations via the differential interferometric SAR
technique. This approach is based on the use of a large number
of SAR acquisitions distributed in small baseline subsets; it al-
lows the easy combination of DIFSAR interferograms com-
puted via standard processing techniques and computation of
a time sequence of deformation.

Key features of the proposed technique are the large number
of useful SAR data acquisitions that allows an increase of the
temporal sampling rate of the monitoring, and the high degree
of spatial coverage over the area of interest, related to the use of
small baseline interferograms only.

The technique we present is applied pixel by pixel to all
the areas exhibiting a sufficiently high coherence degree and
is robust with respect to possible errors of the DEM used in
the derivation of the differential interferograms. Moreover, the
availability of both time and space information allows us to
effectively remove the atmospheric artifacts in the results via
a proper space–time filtering operation. More sophisticated,
or even optimal, atmospheric filtering techniques could be
included in the processing algorithm and can be the object of
further developments.

Since it is based on a simple inversion of a linear model, it is
intrinsically plausible to introduce ana priori knowledge about
the temporal behavior of the deformation into the technique,
as pointed out in Section II. Moreover, an easy extension of
this model to pixel groups, or even to the whole available areas,
allows us to benefit from the introduction of 3-D space–time
deformation models.

As a final remark, we underline that the proposed technique
is not suitable, at the present stage, for detecting local deforma-
tions on a small spatial scale as, for example, in the case of small
buildings suffering a structural stress; however, the extension of



2382 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 40, NO. 11, NOVEMBER 2002

our approach to the detection and monitoring of such local de-
formation seems rather simple, and preliminary results on these
issues look very promising [27].
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