
APPENDIX A

FURTHER READING

A.1 Introduction

Given the ubiquity of statistical analysis, there are an enormous number

of books on how to analyze data, many of them aimed at particular special-

ties ranging from wildlife biology to finance – and varying in mathematical

level from the extremely elementary to the very advanced. This chapter

represents our attempt to suggest useful books for particular areas, and

also general books that we have found particularly useful.

Two of the books cited below (Silverman [1986] and Efron and Tibshi-

rani [1993]) are part of a series of short statistical monographs written for

potential users of statistical methods rather just as expositions of the the-

ory. Given a topic, it is worthwhile seeing if there is a book in this series

that covers it. The journal literature in statistics, like that in any field,

is mostly entirely papers written for the other dozen experts on the topic,

and comprehensible to another few hundred. An occasional exception is the

review articles in the journal Statistical Science.

A.2 Probability and Statistics: General

Bevington and Robinson [2003] is a useful manual on the treatment of mea-

surement errors in physical data; it has long served (in earlier editions) as

the standard book for statistics in physics labs. The emphasis is on Gaus-

sian statistics, but it also includes error propagation, least squares and

maximum likelihood estimation, and curve fitting.

Hogg and Tanis [2000] is a good example of the class of relatively-

sophisticated introductory statistics textbooks, covering all the basic areas.

We prefer Rice [1995] (now out of print; Rice [2006] is not, but is stunningly

expensive); this takes a somewhat different viewpoint, perhaps more up-to-

date. Dekking et al. [2005] is more elementary but covers a broader range
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of topics. Sivia [1996] is a good introduction to statistical analysis with a

different flavor than others, namely the Bayesian approach, which is be-

coming more and more popular. Evans et al. [2000] is a handy reference on

univariate probability density functions, with plots, summary information,

and instructions on how to generate random variates.

More of a reference work, though still containing exercises, and laid out

fairly didactically, are the books by Stuart and Ord [1991, 1994], which

are called Kendall’s Advanced Theory of Statistics because they are descen-

dants of The Advanced Theory of Statistics, by M. Kendall and Stuart; the

original was in three volumes, the third of which has not yet been revised.

The treatment is not what modern mathematicians would call advanced,

but it is very thorough: you can expect to find a discussion of almost any

topic. The sections on inference are quite readable, though probably better

read after you have had some experience than as an introduction.

Wall and Jenkins [2012] introduces a variety of statistical methods for

astronomical data – many of which, because astronomy and geophysics are

both observational sciences, are often useful for geophysicists. The focus

of the second edition has moved much more towards Bayesian methods;

though the book is quite well-written, it is aimed more at the practitioner

who wants to learn methods than at students learning the subject for the

first time.

A.3 Special Topics

Efron and Tibshirani [1993] is what it says, an introduction to the boot-

strap and jackknife methods, at a level that is moderately advanced but

still approachable. Davison and Hinkley [1997] is a more advanced treat-

ment, which presupposes that you already know what is in the Efron and

Tibshirani book.

Fisher [1993] covers statistical methods for data that are defined on a

circle (that is, directions in two dimensions), while Fisher et al. [1987] and

Tauxe [1998] cover those for data on a sphere: both situations of interest in

geophysics.

Seber and Lee [2003] is a thorough treatment of regression analysis,

that is fitting known functions to random variables. The emphasis is on the

statistical aspects, rather than the numerical ones. Lancaster and Salka-

uskas [1986] describes methods of curve fitting, emphasizing the numerical

aspects, and also the exact fitting of curves to data. Silverman [1986] pro-
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vides a very readable discussion of how to summarize data by a density

function. If you look through these three books, you should be able to find

something appropriate for fitting a function to your dataset.

Cox and Lewis [1966] remains a good introduction to the analysis of

point processes.

A.4 Computational Statistics

This is, of course, the most difficult area to give up-to-date references for,

given the proliferation of software packages and free software on the Web.

Many of the commercial statistics packages are designed to allow people to

make computations without a lot of understanding, which is hardly what

we would recommend. One option is MATLAB, which contains procedures

for most of the activities covered in this course. But we urge that for data

analysis you should seriously consider R, which is open-source software1

that has become the most-used package for statisticians. Most new results

in statistical computation are presented as scripts in this language, so it in-

cludes a large number of procedures not otherwise conveniently available;

However, you may eventually need to use a programming language in

which case it is good to have subroutines available. One place to look is

Press et al. [1992], which (unlike most numerical analysis books), covers

data analysis methods, including a number of statistical computations –

though, reasonably enough, they focus on the computational aspects rather

than the statistical concepts. You should also look at the collection of rou-

tines hosted by Statlib2 taken from algorithms published by the journal

Applied Statistics. Gershenfeld [1999] has some probability and statis-

tics, as well as a good treatment of optimization, while covering a whole

range of useful mathematical methods, from the traditional and analyti-

cal to the very modern and heavily computational. Since geophysics is all

about mathematical modeling, this is a book you may wish to have as a

reference.

1 Available at http://www.r-project.org.
2 http://lib.stat.cmu.edu/apstat/)
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A.5 Data Presentation

The graphical display of data is important at both ends of a statistical anal-

ysis. You should start by looking at your data, and will end by trying to

show others what your analysis means, and both of these aims are best

met by making some kind of plot. Cleveland [1993] describes graphical

methods for looking at data, especially multivariate data, while Cleveland

[1985] discusses how plots can be more effective in communicating their

contents – or for that matter less effective, as he shows lots of bad exam-

ples. The importance of data display for geophysics is nicely illustrated by

a graph on page 145 of Cleveland [1985], which shows that, out of 57 jour-

nals surveyed, J. Geophys. Res. had the highest proportion of page space

devoted to graphs: over 30%.

Tufte [2001, 1991, 1997] are three beautifully produced books on the

overall theme of how to present data (and other things) in visually effec-

tive ways. The 2001 book (a second edition) is most relevant to displaying

data, but all three books are great sources of ideas and cautionary points.3

You should read them all – and then read his diatribe on the awfulness of

PowerPoint.

A.6 History

Gigerenzer et al. [1989] and Salsburg [2001] describe the (rather convo-

luted) history of this pair of subjects, and reflect on what it is all about in

the process. Gigerenzer et al. [1989] covers the whole period from the 17th

century to the present; the chapter on statistical inference is worth reading

even if you have no interest in the history. Salsberg’s book is restricted to

the last century, with many vignettes of statisticians, and an interesting

viewpoint (he works in medical statistics).

3 There is also a fourth, which we do not think is so useful.
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