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S U M M A R Y
Slip inversions of geodetic data from several large (magnitude ∼7) strike-slip earthquakes
point to coseismic slip deficit at shallow depths (<3–4 km), that is, coseismic slip appears
to decrease towards the Earth surface. While the inferred slip distribution may be consistent
with laboratory-derived rate and state friction laws suggesting that the uppermost brittle crust
may be velocity strengthening, there remains a question of how the coseismic slip deficit is
accommodated throughout the earthquake cycle. The consequence of velocity-strengthening
fault friction at shallow depths is that the deficit of coseismic slip is relieved by post-seismic
afterslip and interseismic creep. However, many seismic events with inferred shallow slip
deficit were not associated with either resolvable shallow interseismic creep or robust shallow
afterslip. Hence, the origin of shallow ‘slip deficit’ remains uncertain. In this study, we
investigate whether inelastic failure in the shallow crust due to dynamic earthquake rupture
can explain the inferred deficit of shallow slip. Evidence for such failure is emerging from
geologic, seismic and geodetic observations. We find that the amount of shallow slip deficit is
proportional to the amount of inelastic deformation near the Earth surface. Such deformation
occurs under a wide range of parameters that characterize rock strength in the upper crust.
However, the largest magnitude of slip deficit in models accounting for off-fault yielding is
2–4 times smaller than that inferred from kinematic inversions of geodetic data. To explain
this discrepancy, we further explore to what extent assumptions in the kinematic inversions
may bias the inferred slip distributions. Inelastic deformation in the shallow crust reduces
coseismic strain near the fault, introducing an additional ‘artificial’ deficit of up to 10 per cent
of the maximum slip in inversions of geodetic data that are based on purely elastic models. The
largest magnitude of slip deficit in our models combined with the bias in inversions accounts
for up to 25 per cent of shallow slip deficit, which is comparable, but still smaller than 30–
60 per cent deficit inferred from kinematic inversions. We discuss potential mechanisms that
may account for the remaining discrepancy between slip deficit predicted by elasto-plastic
rupture models and that inferred from inversions of space geodetic data.

Key words: Earthquake dynamics; Earthquake source observations; Rheology and friction
of fault zones; Transform faults; Dynamics and mechanics of faulting.

1 I N T RO D U C T I O N

Inversions of space geodetic (in particular, Interferometric Syn-
thetic Aperture Radar and Global Positioning System) data from
large (moment magnitude ∼7) strike-slip earthquakes indicate that
coseismic slip in the middle of the seismogenic layer (at depth of
4–5 km) is systematically larger than slip at the Earth surface (e.g.
Simons et al. 2002; Fialko et al. 2005; Bilham 2010; Fialko et al.
2010). Examples include the 1992 M7.3 Landers earthquake, the
1999 M7.1 Hector Mine earthquake, the 2003 M6.5 Bam earth-
quake, the 2010 M7.0 Haiti earthquake and the 2010 M7.2 Sierra

El Mayor (Mexico) earthquake (Fig. 1). In the case of the 2003
Bam and the 2010 Haiti earthquakes, observations showed that the
rupture failed to propagate to the surface (Fialko et al. 2005; Bilham
2010). Slip inversions of Interferometric Synthetic Aperture Radar
(InSAR) data from the recent Sierra El Mayor (Mexico) earthquake
point to the overall deficit of shallow slip consistent with results
for other M7 events (Fig. 1; Fialko et al. 2010). Determining the
origin of the deficit of shallow slip is important both for under-
standing physics of earthquakes and for estimating seismic hazard,
as suppression of shallow rupture could greatly influence strong
ground motion in the vicinity of active faults (e.g. Somerville 2003;
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Figure 1. Distributions of coseismic slip for several ∼M7 strike-slip earth-
quakes averaged along the rupture length (Fialko et al. 2005, 2010). These
slip distributions were obtained from the inversions of near-field InSAR data
or of a combination of InSAR and GPS data. The coseismic slip sharply
decreases towards the Earth surface from a maximum value in the middle
of the seismogenic zone.

Kaneko et al. 2008; Pitarka et al. 2009). Note that we focus on
slip distributions obtained from inversions of near-field InSAR data
from more than one look direction (Fig. 1) because inversions based
primarily on seismic data suffer from poor resolution at shallow
depths and trade-offs between the slip distribution and rupture his-
tory (e.g. Fialko 2004a; Mai et al. 2007).

The inferred decrease in coseismic slip toward the Earth surface
appears to be consistent with laboratory data indicating that the fric-
tional behaviour of the uppermost brittle layer is velocity strengthen-
ing (Marone et al. 1991; Scholz 1998). Yet, there remains a question
of how the coseismic slip deficit is accommodated throughout the
earthquake cycle. The consequence of velocity-strengthening fault
friction at shallow depths is that the deficit of coseismic slip is com-
pensated as afterslip and interseismic creep (Marone et al. 1991;
Rice 1993). However, none of the events included in Fig. 1 was
associated with either shallow interseismic creep or robust shal-
low afterslip in the amount sufficient to remove the coseismic slip
deficit in the shallow crust (Table 1) (Jacobs et al. 2002; Fialko
2004b; Fialko et al. 2005; Fielding et al. 2009). Geodetic obser-
vations also indicate that the occurrence of interseismic creep and

Table 1. The magnitude of afterslip that occurred following the strike–slip
earthquakes shown in Fig. 1. Since the rate of afterslip strongly decreases
with time months after the earthquake, the afterslip over a longer time period
would be smaller than twice the indicated value.

Duration of
Event Afterslipa the data Reference

1992 M7.3 Landers ∼0.15 m 6 yr Fialko (2004b)
1999 M7.1 Hector Mine ∼0.10 m 1 yr Jacobs et al. (2002)

1999 M7.6 Izmit ∼0.20 m 0.2 yr Hearn et al. (2002)
2003 M6.5 Bam ∼0.10 m 3.5 yr Fielding et al. (2009)
2010 M7.2 Baja N/A N/A N/A

aThe amount of afterslip in a region of the maximum afterslip in the top
2–3 km is reported.

afterslip at shallow depths is rather uncommon, except in certain
locations near major creeping segments of mature faults and/or in
areas with thick sedimentary covers with possibly overpressurized
pore fluids (e.g. Wei et al. 2009, 2011). Hence, the inferred shallow
slip deficit shown in Fig. 1 calls for other explanations.

Several mechanisms may be invoked to explain the inferred shal-
low slip deficit. Based on analytical models of quasi-static antiplane
deformation, Rybicki (1992) and Rybicki & Yamashita (1998) sug-
gested that low initial stress in low-rigidity shallow crust resulting
from tectonic loading can lead to the reduction of coseismic slip at
shallow depths. However, numerical studies of spontaneous earth-
quake sequences show that low-rigidity shallow layers alone do not
lead to the reduction of coseismic slip (Kaneko 2009). Fialko et al.
(2005) proposed that the shallow slip deficit may be caused by the
bulk inelastic yielding of the host rocks in the shallow part of the
brittle crust. In addition to accommodating some fraction of coseis-
mic strain, inelastic deformation adjacent to the fault plane may
introduce a systematic bias in inversions of geodetic data. In partic-
ular, inelastic deformation in the shallow crust reduces coseismic
strain near the fault, which may introduce an artificial deficit in
inversions of geodetic data that are based on purely elastic models.
In this paper, we explore these ideas quantitatively and investigate
whether the occurrence of inelastic deformation can account for the
inferred shallow slip deficit.

There is growing evidence for extensive inelastic failure of the
shallow crust around active faults. Geological observations of the
structure of mature faults indicate that fault zones often consist of
finely granulated gouge layer surrounded by wider zones of dam-
aged, fractured or sometimes pulverized host rocks (e.g. Chester
et al. 1993; Chester & Chester 1998; Dor et al. 2006). These obser-
vations suggest the occurrence of pervasive irrecoverable deforma-
tion off of the fault on spatial scales of tens to hundreds of metres
or more. Persistent low-velocity zones near active faults have been
recognized seismologically, for example, using fault-zone trapped
waves (e.g. Li et al. 1998; Spudich & Olsen 2001; Peng et al. 2003;
Vidale & Li 2003; Cochran et al. 2009). A kilometre-wide fault
zones that are less rigid compared to the surrounding medium have
also been inferred geodetically (Fialko et al. 2002; Fialko 2004b;
Hamiel & Fialko 2007; Cochran et al. 2009). Although the struc-
ture of low-rigidity zones may be highly variable along the fault
strike (Lewis & Ben-Zion 2010), widespread reduction in rigidity
generally inferred around major earthquake faults is likely to be as-
sociated with accumulated damage from past seismic events or the
associated post- or interseismic deformation (including aftershock
activity).

Recent studies using numerical simulations of dynamic rupture
with off-fault plasticity suggest that inelastic response of the bulk
material can limit the peak slip velocity at the rupture front and
diminish the corresponding coseismic slip and strong ground mo-
tion (e.g. Yamashita 2000; Andrews 2005; Ben-Zion & Shi 2005;
Templeton & Rice 2008; Ma 2008). Since the confining pressure is
relatively low near the surface, damage zones become progressively
larger near the Earth surface than at seismogenic depths, resulting in
so-called ‘flower structures’ (e.g. Ben-Zion & Shi 2005; Ma 2008;
Finzi et al. 2009). These results imply that the occurrence of in-
elastic deformation might account for at least some fraction of the
inferred slip deficit (Fig. 1) by reducing the amount of coseismic
slip on the main fault at shallow depths.

In this work, we investigate whether inelastic failure of the shal-
low crust can explain the inferred deficit of shallow coseismic slip.
We address this problem using numerical models of spontaneous
dynamic rupture with off-fault plasticity. Our models incorporate
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full rate and state rheology on the slip interface, elastic deforma-
tion, as well as yielding in the host rocks (Section 2). Inelastic
deformation is represented as inelastic strain, a deviation from the
linear elastic stress–strain relationship. We find that the shallow slip
deficit due to coseismic inelastic deformation occurs under a wide
range of parameters that characterize rock strength (Sections 3 and
4). However, the largest magnitude of slip deficit in our models is
smaller than that inferred from kinematic inversions of geodetic
data (Fig. 1). To explain this discrepancy, we explore to what ex-
tent assumptions in the kinematic inversions may bias the inferred
slip distributions (Section 5). Finally, we discuss other potentially
important causes of shallow slip deficit that are not included in our
models (Section 6).

2 M O D E L D E S C R I P T I O N

We consider a vertical right-lateral strike-slip fault in a homoge-
neous half-space (Fig. 2a). For simplicity, antiplane (2-D) defor-
mation is assumed such that the only non-zero component of the
displacement is the one along the y direction and is given by u(x, z,
t), where t denotes time. The model consists of a 30 km by 48 km
rectangular domain (Fig. 2a). The symmetries of the problem allow
us to restrict the computational domain to the medium on one side
of the fault (x ≥ 0). The material properties are Vs = 3.46 km s−1,
ρ = 2670 kg m−3 and G = 32 GPa, where Vs, ρ and G are S wave
velocity, density and shear modulus, respectively.

2.1 Constitutive response of fault: rate and state friction

The fault is governed by rate and state friction with the aging form
of state variable evolution. For time-independent effective normal
stress σ n (taken to be positive in tension), the shear strength τ on
the fault is expressed as

τ (z, t) = −σn(z)

[
fo + a(z) ln

V (z, t)

Vo
+ b(z) ln

Voθ (z, t)

L

]

dθ (z, t)

dt
= 1 − V (z, t)θ (z, t)

L
, (1)

where a and b are rate and state constitutive parameters, V is slip rate,
f o is the reference friction coefficient corresponding to the reference
slip rate V o, θ is a state variable, which can be interpreted as the

average age of contacts between two surfaces, and L is the charac-
teristic slip for state evolution (Dieterich 1978, 1979, Ruina 1983).
The parameter combination a − b < 0 corresponds to steady-state
velocity-weakening friction and can lead to unstable slip, whereas
a − b > 0 corresponds to steady-state velocity-strengthening and
leads to stable sliding (Rice 1983; Ruina 1983). Throughout this
paper, we omit the words ‘steady-state’ and simply refer to velocity
weakening/strengthening.

The actual fault resistance to sliding in our model is given by rate
and state friction regularized at zero slip velocity, as described in
Appendix A. The response of constitutive laws (1), when extrap-
olated to coseismic slip rates, becomes qualitatively similar to the
one given by linear slip-weakening friction (Cocco & Bizzarri 2002)
widely used in dynamic rupture models (e.g. Ida 1972; Day et al.
2005). For simplicity, we use the standard rate and state friction
framework (1), without the inclusion of enhanced dynamic weak-
ening at high slip rates (e.g. Di Toro et al. 2003; Rice 2006; Noda
et al. 2009).

2.2 Constitutive response of adjacent material:
Drucker–Prager plasticity

The constitutive response of the materials surrounding the fault
is governed by the Drucker–Prager plasticity (Drucker & Prager
1952), which has been widely applied to model deformation of
rocks, soils and other materials with pressure-dependent failure
criteria. In the Drucker–Prager plasticity, the yield stress depends
on the mean normal stress, and such effect is recognized as an
inherent property of rocks and soils (e.g. Davis & Selvadurai 2002).
The Drucker–Prager plasticity can be described by the yield stress
τ y and the yield criterion τ yc

τ y = −σ o
m sin(φ) + c cos(φ)

τ yc = √
(1/2)si j si j

τ yc ≤ τ y , (2)

where σ m is the mean stress (compressive stress is negative), c is
the rock cohesion, φ = tan −1μ is the internal friction angle, μ is
the internal rock friction and sij is the deviatoric stress (Fig. 2b).
In the formulation (2), the yielding occurs in shear only, and there
is no inelastic volumetric deformation. We assume that c and μ

are uniform over the space and time and explore the effects of

Figure 2. (a) A 2-D model of a vertical strike-slip fault. The fault segment governed by rate and state friction is marked by the red line. The fault is loaded by
the region below 24-km depth steadily moving with a prescribed slip rate Vpl = 35 mm yr−1. (b) Drucker–Prager yield criterion for plastic deformation. The
vertical line shows the closeness of the stress state to failure envelop (CF) defined in the text.
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different values of c and μ on the slip distributions of the simulated
seismic events. Friction acting on a fault τ /( − σ n) may be equal
to the internal rock friction μ (e.g. Savage et al. 1996). However,
we allow fault friction to be different from the internal friction of
ambient rocks because well-developed faults, such as the ones we
focus on in this study, may be weaker than the ambient crust due to
the presence of gouge, different mineral or chemical phases within
a fault zone, dynamic effects, etc.

To quantify the amount of inelastic deformation in our simula-
tions, we compute the magnitude of plastic strain at each time step,
which is given by

γ p =
∫ t

0

√
(1/2)

(
dε

p
i j − dε

p
kk/3

) (
dε

p
i j − dε

p
mm/3

)
, (3)

where dε
p
ij is the plastic strain increment at one time step. Note that

we assume no inelastic volumetric strain and hence dε
p
kk = 0 in eq.

(3).

2.3 Numerical model and parameter selection

We use a spectral element method (SEM) to simulate elasto-
plastic response. Off-fault plasticity described above is imple-

mented into the existing SEM models of spontaneous dynamic
rupture (Kaneko et al. 2008; Kaneko & Lapusta 2010). We dis-
cretize the computational domain into spectral elements with an
average node spacing of 31 m, which is small enough to resolve
the dynamic rupture on the fault (Appendix B). Absorbing con-
ditions (Clayton & Engquist 1977) are used on all boundaries
of the model except for the free surface and the fault bound-
ary, to simulate a semi-infinite elastic half-space (Fig. 2a). The
dynamic rupture code we use has been verified for a similar
problem through the Southern California Earthquake Center Dy-
namic Earthquake-Rupture Code-Validation Exercise (Harris et al.
2009).

As eq. (1) indicates, σ n, a and b vary with depth but not with time.
We prescribe three normal stresses σ xx, σ yy and σ zz as the lithostatic
stress minus the hydrostatic pore pressure: σ o

xx = σ o
yy = σ o

zz = −(ρ
− ρw)gz = −[1.0 + 10.0 z km−1] MPa (z is in kilometres), where
ρw is the density of water and g is the gravitational acceleration. As
a result, the effective normal stress on the fault is equal to the mean
stress σ m = σ n (Fig. 3a). Shear stresses in our models are given by
σ o

xy = f oσ
o

n + 	σ el
xy, σ o

xz = 0, and σ o
yz = 	σ el

yz, where 	σ el
xy and

	σ el
yz are obtained from simulations of an earthquake sequence in

an elastic model discussed below. For 	σ el
yz = 0, the resulting stress

Figure 3. (a) Depth-variable distributions of the rate and state fault constitutive parameters (a − b) and a. Unless noted otherwise, the indicated distributions
of (a − b) and a are assumed in our models; the distributions of (a2 − b2) and (a3 − b3) are discussed in Sections 4 and 6, respectively. (b) Distributions of the
effective normal stress (−σ n) and prestress (τ o). The distributions of τ o are obtained from the simulations of earthquake sequences with f o = 0.2 and 0.6. (c)
An earthquake sequence in an elastic model. Accumulation of slip versus depth is shown. Solid lines show slip accumulation every 5 years, whereas dashed
lines are intended to capture dynamic events and are plotted above 18-km depth every second during the simulated earthquakes.
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state implies that the maximum compressive stress σ 1 is at 45o with
respect to the fault plane.

The variation of friction parameters a and b with depth is
shown in Fig. 3(a). This variation is the same as in Rice (1993)
and Lapusta et al. (2000); it is derived from laboratory experi-
ments (Blanpied et al. 1991, 1995), except that the region in the
top 4 km has velocity-weakening conditions. In laboratory experi-
ments, rock friction at low normal stress typically exhibits velocity-
strengthening behaviour due to unconsolidated fault gouge (e.g.
Marone et al. 1991; Marone 1998). For simplicity, we focus on ef-
fects of coseismic inelastic deformation and suppress interseismic
creep by imposing velocity-weakening conditions throughout the
upper crust (Fig. 3a). In an earthquake-cycle model discussed be-
low, the interseismic creep rate at the surface resulting from the dis-
tribution of a − b shown in Fig. 3(a) is ∼1/50 of the tectonic loading
rate.

Dimensional arguments indicate that the rate of shallow creep
may scale with the long-term fault slip rate (e.g. Savage & Lisowski
1993). Such a scaling is also predicted by numerical models of
spontaneous earthquake sequences that incorporate a velocity-
strengthening shallow layer; for example, the surface creep rates
are ∼3.5 mm yr−1 when the tectonic loading rate is 35 mm yr−1

(Lapusta et al. 2000; Kaneko 2009). However, a number of mature
fast-slipping strike-slip faults are not associated with resolvable in-
terseismic shallow creep. Faults with the inferred shallow slip deficit
(Fig. 1) are generally characterized by low slip rates and large re-
currence intervals, so that the rates of shallow creep predicted by
numerical models with a shallow velocity-strengthening layer would
be below the geodetic detection limit (a fraction of mm yr−1). The
consequence of coseismic inelastic deformation in such scenario is
discussed in Section 6.

2.4 Initial conditions for elasto-plastic dynamic rupture
simulations

In the simulations of a single dynamic rupture, a stress field before
the dynamic rupture and the nucleation location can be imposed
as initial conditions. It is not clear whether those initial condi-
tions would be compatible with parameterization of the model (e.g.
the assumed friction law). To obtain initial conditions more ap-
propriate for the parameterization of the model, we first simulate
an earthquake sequence based on an elastic model (Fig. 3c). The
earthquake-sequence simulation is done using a spectral boundary
integral method (BIM) (Lapusta et al. 2000). The fault is driven
below depth z = −24 km with a loading rate of Vpl = 35 mm yr−1

(Fig. 2a). Then we use values of stress, slip, slip rate and state vari-
able at the onset of one of the earthquakes as an initial condition for
an elasto-plastic simulation (Fig. 3b).

Since nucleation of dynamic ruptures occurs spontaneously in
the earthquake-cycle model, we need to define the onset of the
simulated seismic event. Following Kaneko et al. (2010), we define
the beginning of an earthquake as the time when maximum slip
rate V max on the fault reaches 1 cm s−1. The maximum slip rate
of 1 cm s−1 during a self-accelerating nucleation ensures that, at
the time of the switch from elastic to elasto-plastic simulations, the
inertial effect is still negligible and a seismic rupture will nucleate
within a timescale of seconds in the elasto-plastic simulation. Note
that the initial conditions are independent of the value of a loading
rate Vpl; different values of Vpl do not change the distribution of
pre-stress and stress drop because the recurrence interval changes
in proportion.

Since BIM renders a solution only on the fault nodes, we nu-
merically solve the static equilibrium equation for a given stress
distribution on the fault and obtain stress tensor everywhere in the
medium. The resulting stress state in equilibrium implies that the
maximum compressive stress σ 1 is depth-dependent but is approx-
imately at 45o with respect to the fault plane over the depth range.
This is because in this study the shear stress σ o

yz = 	σ el
yz at the

onset of a seismic event is small compared to σ o
xy = f oσ

o
n + 	σ el

xy

over most of the seismogenic depth. We do not explore the effect of
different angles of the maximum compressive stress on the model
response as there are no apparent correlations between the angles
of the maximum compressive stress and the inferred shallow slip
deficit (Fig. 1). By assigning initial conditions obtained from the
elastic model of an earthquake sequence, we implicitly make an
assumption that the interseismic inelastic deformation is negligible
and does not influence the overall slip budget. The validity of this
assumption will be tested in future work.

3 E L A S T O - P L A S T I C R E S P O N S E A N D
S I M U L AT E D S H A L L OW S L I P D E F I C I T

Figs 4(a)–(c) show a simulated seismic event and the resulting
inelastic deformation for a cohesionless material (c = 0). The case
with zero cohesion may apply, for example, to highly damaged or
granulated host rocks. The seismic rupture nucleates at about 13-km
depth and propagates updip. In the bottom part of the seismogenic
zone at depth (�7 km), the yield stress, which increases with the
mean stress σ m, is higher than the stress at the tip of the propagating
rupture, and hence the material responds elastically. As the rupture
propagates towards the Earth surface, stress concentration at the tip
of propagating dynamic rupture brings the stress state of the nearby
host rocks to the failure envelope, and consequently, inelastic strain
starts to accumulate (Figs 4a and b).

The distribution of the magnitude of the accumulated plastic
strain γ p at the end of the seismic event shows a broader zone of
extensive inelastic deformation at shallower depths. Since confining
pressure is relatively low near the subsurface and the particle ve-
locity is amplified by the presence of the free surface (Fig. 4a), the
yielding zone broadens at shallow depths and forms a ‘flower-like’
zone of accumulated inelastic strain (Fig. 4c), consistent with pre-
vious theoretical studies (Ben-Zion & Shi 2005; Ma 2008) and field
observations (e.g. Sylvester 1988). The lateral extent of damage
predicted by this simulation is similar to inferences of compliant
fault zones from geodetic studies (e.g. Fialko et al. 2002; Fialko
2004a; Hamiel & Fialko 2007). It is worthwhile to point out that
accumulated plastic strain at z = 0 is highest at ∼1 km away from
the fault because the maximum value of the dynamic stress due to
propagating mode III rupture with rupture speed >0.7Vs is off of
the fault plane (Poliakov et al. 2002).

The coseismic slip at the Earth surface in the numerical example
shown in Figs 4(a), (b) and (c) is about 15 per cent smaller than the
maximum slip at greater depths (Fig. 4e). In this study, we calculate
the amount of shallow slip deficit as the ratio of the coseismic slip
at z = 0 to the maximum coseismic slip. Note that there is 2 per cent
shallow slip deficit even for the ‘elastic’ case in Fig. 4(e) because
about 2 per cent of the total slip at the surface is accommodated
through interseimic creep (Fig. 3c). In the case of c = 0 MPa shown
in Fig. 4(e), there is 15 per cent shallow slip deficit. Lower values
of rock cohesion (e.g. in pre-damaged rock) promote plastic strain
accumulation near the Earth surface (Figs 4c and d) and increase
the amount of shallow slip deficit (Fig. 4e). For example, in the case
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Figure 4. Snapshots of (a) the particle velocity field and (b) the accumulated plastic strain γ p [eq. (3)] during the seismic event. The case with no cohesion
(c = 0 MPa) and internal rock friction μ = 0.98 is shown. By the symmetry consideration, the medium across the fault boundary has equal and opposite motion.
(c) Distribution of the accumulated plastic strain γ p at the end of the seismic event for the case shown in panels a and b. (d) Distribution of γ p for the case with
c = 20 MPa and μ = 0.98. (e) Coseismic slip distributions for the cases with different values of rock cohesion c. (f) Distributions of the closeness of the stress
state to the failure envelop (CF) at the onset of the seismic events. Larger values of CF near the Earth surface lead to a greater amount of shallow slip deficit.

with c = 20 MPa, the zone of the inelastic deformation (Fig. 4d) and
the corresponding slip deficit (Fig. 4e) are smaller than those in the
case with c = 0. Hence the slip deficit is larger for a larger amount
of inelastic deformation near the Earth surface, as one might expect.

Given the distribution of the accumulated inelastic strain shown
in Fig. 4(c), the amount of the resulting slip deficit can be estimated.

Shear strain ε is defined as ε = u/xo, where u is the displacement
in the along-strike direction and xo is the length scale over which u
occurs. We set xo to be the width of the yield zone and ε to be the
magnitude of the plastic strain γ p. From Fig. 4(c), ε is about 10−4

over the width xo of 3 km, and so the resulting slip (2u) associated
with the inelastic deformation would be 2u = 2εxo = 0.6 m, which
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is in a good agreement with the simulated slip deficit (≈0.7 m) at
z = 0 in the case of c = 0 (Fig. 4e).

To understand the dependence of the amount of shallow slip
deficit on the plasticity parameters, we compute the closeness of the
stress state to the failure envelop (CF), in terminology of Templeton
& Rice (2008). The CF for the antiplane deformation is given by

CF = ro

−σ o
m sin φ + c cos φ

, (4)

where ro =
√

(σxx − σyy)2/4 + (τ o
xy)2, ro = τ o

xy in this study, and τ o
xy

is the pre-stress on the fault (Fig. 2b). We compute CF versus depth
on the fault plane at the onset of the seismic event (Fig. 4f). The
computed shallow slip deficit is promoted when the value of CF near
the Earth surface is closer to one (Fig. 4f). This is consistent with
the findings by Templeton & Rice (2008) in that the accumulated
inelastic deformation is larger for a larger value of CF.

The results discussed so far are obtained by assuming the refer-
ence friction f o = 0.2 in the rate and state formulation (1), the value
corresponding to friction for clay minerals, fault gouge and serpen-
tine in laboratory experiments (e.g. Reinen et al. 1994). The results
of the elastic simulations are independent of the assumed value of f o

(as long as the resulting friction is non-negative), whereas those of
dynamic rupture simulations with off-fault plasticity depend on the
absolute level of the stress and hence f o. Here, we also consider the
cases with f o = 0.6, the representative value for most igneous and
sedimentary rocks for low slip rates (10−9–10−3 m s−1) (Marone
1998). Following the same approach, we first simulate an earth-
quake sequence using the elastic model and then obtain the values
of stress, slip, slip rate and state variable at the onset of one of the
earthquakes as an initial condition for an elasto-plastic simulation
(Fig. 3b).

Fig. 5(a) shows coseismic slip distributions for the cases with
f o = 0.6. For a range of rock cohesion 0 ≤ c ≤ 30 MPa, the seismic
rupture fails to propagate. This behaviour can be understood from
the distribution of CF (4). When f o = 0.6, the pre-stress τ o

xy on the
fault (approximately given by −f oσ n) becomes higher than that with
f o = 0.2, and the stress concentrations at the tip of the nucleating
rupture lead to CF > 1 locally (the cases with c = 20 and 30 MPa in
Fig. 5b), meaning that the state of stress violates the yield criterion
(2). This condition induces localized inelastic deformation at the
nucleation depths immediately after the onset of the seismic event
(Fig. 5b) and suppresses the propagation of the dynamic rupture.
Even if the rupture is nucleated, the stress concentrations due to
propagating dynamic rupture (Fig. 5c) can bring the nearby material
to yield at greater depths. Hence localized inelastic deformation
at greater depths inhibits earthquake nucleation and propagation
when the pre-stress on the fault is comparable to the value given
by the product of the Byerlee’s friction (f = 0.60–0.85) and the
assumed effective normal stress. It follows that faults may need to be
permanently and considerably weakened compared to the ambient
crust to enable nucleation of dynamic ruptures. Such scenario is
also consistent with laboratory observations that various rock types
including igneous and sedimentary rocks exhibit enhanced dynamic
weakening at seismic slip rates (∼1 m s−1) (e.g. Di Toro et al.
2003; Han et al. 2007). Even though we do not explicitly include
enhanced dynamic weakening in our models, assuming f o = 0.2
gives rise to high peak friction ∼0.7 and low dynamic friction ∼0.2
at seismic slip rates (Fig. 5c), qualitatively similar to the laboratory
observations.

In the cases with f o = 0.6, there is no shallow slip deficit in the
seismic events that rupture the entire seismogenic section (the case

Figure 5. (a) Coseismic slip distributions for the cases with reference fault
friction f o = 0.6, internal rock friction μ = 0.85 and different values of
rock cohesion c. For f o = 0.6 and lower values of rock cohesion c � 30
MPa, the earthquake rupture fails to propagate due to profound inelastic
deformation at depths. (b) Distributions of the closeness of the stress state
to the failure envelop (CF) at the onset of the seismic events. For the case
with fo = 0.6, the stress reaches the failure envelop at nucleation depths
before the weakening commences, suppressing the propagation of dynamic
rupture. (c) The effective slip dependence of rate and state friction at z =
−9 km in the simulations with fo = 0.6 and fo = 0.2.

with c = 40 MPa in Fig. 5a). For dynamic rupture to reach the Earth
surface, rock cohesion c needs to be sufficiently high to overcome
the effect of off-fault plasticity at nucleation depths. Larger rock
cohesion also inhibits inelastic deformation at shallow depths, and
hence there is no shallow slip deficit in the case with c = 40 MPa

C© 2011 The Authors, GJI, 186, 1389–1403

Geophysical Journal International C© 2011 RAS



1396 Y. Kaneko and Y. Fialko

(the green curve in Fig. 5a). Therefore, to produce shallow slip
deficit, not only the rock cohesion needs to be small, but also the
value of CF needs to be sufficiently small (CF � 0.5) at greater
depths, which is not the case for f o = 0.6 (Fig. 5b). In the next
section, we analyse the dependence of the amount of slip deficit on
these model parameters in more detail.

4 D E P E N D E N C E O F T H E A M O U N T
O F S L I P D E F I C I T O N M O D E L
PA R A M E T E R S

To understand the dependence of the amount of shallow slip deficit
on the plasticity parameters, we compute shallow slip deficit for a
number of cases with different values of rock cohesion c and internal
rock friction μ (Fig. 6a). Larger values of rock cohesion decrease
plastic strain accumulation near the Earth surface and hence de-
crease the amount of shallow slip deficit (Fig. 6a), consistent with
the result discussed in Section 3. When the ratio of friction coeffi-
cient on the fault to internal rock friction is closer to one, inelastic
deformation at depths delays/inhibits the earthquake nucleation. As
a result, the rupture front does not reach the Earth surface or no dy-
namic rupture commences on a timescale of tens of seconds (cases
with ‘no rupture’ in Fig. 6a).

Fig. 6(a) further shows that larger values of internal rock friction
μ = tan φ result in larger shallow slip deficit. Let us consider a
simplified situation with c = 0 and rewrite CF in eq. (4) as

CFc=0 = τ o
xy

−σ o
m sin φ

. (5)

The increase in internal friction μ results in lower values of CF,
which should decrease shallow slip deficit if the latter increases
with CF as in Section 3. However, the resulting shallow slip deficit
is larger for larger values of μ (Fig. 6a).

To understand this dependence, we compare the distributions of
CF and coseismic slip in the cases with μ = 0.73 and 0.98 shown
by black squares in Fig. 6(a). For μ = 0.73, the largest coseismic
slip is near the Earth surface, and there is no resulting shallow slip
deficit (Fig. 7a) . The value of CF for μ = 0.73 everywhere on
the fault is larger than that for μ = 0.98, resulting in larger plas-
tic strain accumulation. Although the inelastic deformation for μ

= 0.73 is confined to a narrower zone at greater depths (Fig. 7c),
the magnitude of the plastic strain is generally higher there than
near the Earth surface. Consequently, the magnitude of the co-
seismic slip over much of the seismogenic depths is smaller than
that in the elastic case (Fig. 7a). This is why lower internal fric-
tion suppresses the amount of shallow slip deficit even though the
value of CF becomes larger. These results suggest that the amount
of shallow slip deficit cannot be explained by a single value of
CF, and is favoured by the conditions where the values of CF are
larger at shallower depths (�3 km) and smaller at greater depths
such that inelastic deformation preferentially occurs at shallower
depths.

Inferred shallow slip deficit for the 2003 Bam earthquake is the
largest among all the events shown in Fig. 1. Interestingly, the Bam
earthquake resulted in a relatively high stress drop of the order of 10
MPa (Fialko et al. 2005). Motivated by this observation, we consider
the cases with higher stress-drop events (Fig. 6b). To simulate higher
stress-drop events, we assume the distribution of the rate and state
parameters (a2 − b2) shown in Fig. 3(a), where a2 − b2 = −0.008
over the depth < 14 km, and set the value of characteristic slip L =
16 mm. Fig. 6(b) shows that, for the higher stress-drop events,
the slip deficit generally becomes larger, which may explain why
the 2003 Bam earthquake produced the large slip deficit. Note the
expanded ‘no rupture’ domain in Fig. 6(b). The seismic events with
higher stress drops lead to larger dynamic stresses and larger plastic
strain accumulation, resulting in larger slip deficit in some cases and
‘no rupture’ in other cases. Even though the slip deficit generally

Figure 6. (a) Relation between internal friction, rock cohesion and the amount of simulated shallow slip deficit. Each colour dot represents the amount of
shallow slip deficit for the case with f o = 0.2. The range of stress drop for the seismic events (i.e. stress drop averaged over the region of positive stress drop)
is indicated. The cases with black squares are discussed in Fig. 7. (b) Simulated slip deficit for the cases with higher stress-drop events. The higher stress-drop
events are simulated by assuming the distribution of the rate and state parameters (a2 − b2) shown in Fig. 3(a). The resulting slip deficit generally becomes
higher in the higher stress-drop events, but the amount of the slip deficit increases by about a few percent.
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Figure 7. (a) Coseismic slip distributions for the cases indicated in black
squares in Fig. 6(a) and the elastic case. For μ = 0.73, the maximum
coseismic slip occurs near the Earth surface. (b) Distributions of CF at the
onset of the seismic events. (c) Distribution of the accumulated plastic strain
γ p at the end of the seismic event for μ = 0.73. The narrow zone of large
inelastic deformation suppresses the coseismic slip at depths, resulting in
no shallow slip deficit.

becomes larger in the higher stress-drop events, the magnitude of
the coseismic slip also becomes larger and hence the relative amount
of the shallow slip deficit increases only slightly (by a few percent
in most considered cases). Consequently, an increase in the shallow
slip deficit is not linearly proportional to an increase in the static
stress drop.

5 E VA LUAT I O N O F ‘A RT I F I C I A L ’ S L I P
D E F I C I T I N G E O D E T I C I N V E R S I O N S
T H AT A R E B A S E D O N P U R E LY
E L A S T I C M O D E L S

As stated in Section 1, one explanation for the apparent slip deficit
shown in Fig. 1 is a bias in inversions due to yielding of a bulk
material. Inversions of geodetic data usually assume that the bulk
material is linear elastic and do not account for the potential non-
linear response of the medium surrounding the fault surface. We
investigate this potential bias by inverting a displacement profile on
the Earth surface obtained in our elasto-plastic model for a fault
slip distribution at depth using a purely elastic forward model.

For a 2-D screw dislocation in a homogeneous elastic half-space,
the analytical solution for the surface displacement u(x) due to the
fault slip δ within the depth interval [z, z + 	z] is given by

u(x) = δ

π

(
tan−1 z + 	z

x
− tan−1 z

x

)
. (6)

Solution for an arbitrary distributed slip can be obtained by super-
positions of eq. (6) for all depth intervals 	z on the fault segment.
Conversely, one can invert a given surface displacement u(x) for a
slip distribution δ(z) using eq. (6) as a forward model.

We consider the surface displacement at the end of the seismic
event shown in Figs 4(a) and (b). Our computational domain is
finite, whereas the analytical solution (6) used for the inversion of
the surface displacement assumes a semi-infinite plane. Due to the
reflection of wave energy from the domain boundaries, the decay
rate of the static displacement profile in our model is slower than that
of the analytical solution. To reduce the influence of the reflection of
waves from the boundaries, we increase the domain size by a factor
of 2 and use the surface displacement only up to 15 km away from
the fault (x ≤ ±15 km) (Fig. 8a). Solid black curves in Figs 8(a)
and (b) correspond to the simulated surface displacements and the
slip distribution, respectively. The decrease in the displacement
amplitude near the fault trace is caused by subsurface inelastic
deformation that acts to reduce coseismic strain near the fault (the
black curve in Fig. 8a).

To quantify the potential bias due to yielding of a bulk material,
we perform two sets of inversions. We first obtain surface displace-
ments predicted by the elastic solution (6) using the simulated slip
distribution as an input. Then we invert these surface displacements
(the blue curve in Fig. 8a) for a slip distribution at depths. As in-
versions of surface displacements are intrinsically non-unique, we
impose the non-negativity and smoothness constraints to regularize
the problem (e.g. Fialko 2004a; Barbot et al. 2008). The resulting
slip distribution (the blue curve in Fig. 8b) is in a good agree-
ment with the input slip distribution (the black curve in Fig. 8b),
indicating robustness of the inversion procedure. We then invert
the coseismic surface displacement obtained from the elasto-plastic
simulation (the black curve in Fig. 8a) for a fault slip distribution
at depth using eq. (6). As expected, the inferred slip distribution
(the red curve in Fig. 8b) does not match well with the input model
although the best-fitting surface displacements (the red curve in
Fig. 8a) exhibit a good agreement with the synthetic data (the black
curve).

The difference between the slip distributions obtained from these
inversions (the red and blue curves in Fig. 8b) is a measure of bias in
inversions that ignore yielding and inelastic deformation of the bulk
material (Fig. 8c). The difference of the inverted slip distributions
is about zero at the Earth surface and +0.5 m at a depth of the peak
slip (z ≈ −4 km) (Fig. 8c). This result suggests that the neglect of
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Figure 8. (a) The profiles of coseismic displacement on the Earth surface for the elastic simulation, an elasto-plastic simulation (with μ = 0.98, c = 0 MPa),
an elastic prediction for the simulated slip distribution shown in panel b, and the best-fitting model to the elasto-plastic response in the inversion. The inversions
and forward predictions are done using the analytical solution (6). (b) The slip distribution in the elasto-plastic simulation and slip inversions of the surface
displacements shown in panel a. The blue curve is the inverted slip of the surface displacement of the elastic prediction. The red curve is the inverted slip of
the surface displacement of the simulated elasto-plastic response. (c) Difference between the inverted slip distributions shown in panel b. The difference shows
that 10 per cent (0.5 m) of the coseismic slip at 3–4 km depths is due to an artefact of the inversion that is based on the elastic model.

inelastic effects may give rise to an overestimation of the shallow
slip by as much as 10 per cent of the maximum coseismic slip at
depth. In addition, inversions neglecting off-fault yielding tend to
underestimate slip at the greater depths by as much as 20 per cent
(Fig. 8c). The difference indicates that there would be an ‘artificial
deficit’ in inversions that are based on a purely elastic model, if off-
fault plastic yielding commonly occurs during large earthquakes.
Our results motivate reinterpretation of existing data using forward
models that explicitly include inelastic deformation in the near field
of earthquake ruptures.

6 D I S C U S S I O N

In all the cases we have considered, the amount of ‘true’ shallow slip
deficit due to coseismic inelastic off-fault deformation is, at most,
of the order of 15 per cent (Section 4). An additional 10 per cent of
‘artificial deficit’ can be introduced in inversions of geodetic data
that are based on purely elastic models due to reduction of near-
field coseismic strain by off-fault yielding (Section 5). The largest
magnitude of the slip deficit in our models (with a cohesionless
material and large internal rock friction) combined with the bias

in inversions gives shallow slip deficit of up to 25 per cent, which
may be insufficient to explain 30–60 per cent deficit deduced from
observations (Fig. 1). We discuss factors that are not included in
our model but could be relevant for the remaining discrepancy
(Sections 6.1–6.4). We also discuss the potential consequence of
shallow slip deficit over a geologic timescale (Section 6.5).

6.1 Shallow interseismic fault creep below detection limit

For faults with low slip rates and large recurrence intervals such
as those represented in Fig. 1, unresolvable shallow creep during
the interseismic period may account for some of the inferred slip
deficit. Since most geodetic measurements span only a few decays,
interseismic creep rates smaller than ∼0.1 mm yr−1 may be unre-
solvable. One can estimate the contribution of potential interseismic
creep to the overall slip budget. If we assume the fault slip rate of
1 mm yr−1, the recurrence interval of ∼5000 years, and the surface
creep rate of ∼0.1 mm yr−1, the total shallow creep during the in-
terseismic period is 0.5 m, accounting for up to ∼10 per cent of the
average coseismic slip (Fig. 1). While this effect alone is insufficient
to explain the inferred coseismic slip deficit, the occurrence of such
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Figure 9. (a) An earthquake sequence in an elastic model with a velocity-strengthening shallow layer and a slower plate loading rate Vpl = 1 mm yr−1. In this
case, we use the distribution of the rate and state parameters (a3 − b3) shown in Fig. 3(a). Solid lines show slip accumulation every 200 years, whereas dashed
lines are plotted above 18-km depth every second during the simulated earthquakes. The surface creep rate during the interseismic period is ≈0.15 mm yr−1

and the recurrence interval is 4800 years. (b) Coseismic slip distributions for the elastic case shown in panel a and the corresponding elasto-plastic case with
c = 0 MPa and μ = 0.98. The amount of coseismic slip deficit in the elasto-plastic and elastic simulations is 25 per cent and 15 per cent, respectively. Shallow
fault creep during interseismic periods leads to a larger coseismic slip deficit.

slow creep may increase the total amount of coseismic slip deficit
in our elasto-plastic models.

Motivated by this argument, we further consider scenarios with
a velocity-strengthening shallow layer that result in interseismic
creep (Fig. 9a). To reproduce a fault with a low slip rate and a large
recurrence interval, we assign a low loading rate Vpl = 1 mm yr−1

such that the resulting recurrence interval becomes 4800 years and
the surface creep rate is ≈0.15 mm yr−1 (Fig. 9a). As expected, the
occurrence of interseismic creep increases the amount of coseismic
slip deficit in the elastic simulation (Fig. 9b). The slip deficit in
the elasto-plastic simulation in this case is 25 per cent (Fig. 9b),
larger than that in the case with a velocity-weakening shallow layer
and with the same plasticity parameters (Fig. 4e). The difference in
coseismic slip deficit between the elasto-plastic and elastic simula-
tions is 10 per cent (Fig. 9b), smaller than that in the case with a
velocity-weakening shallow layer (13 per cent in Fig. 4e). Since the
existence of the shallow velocity-strengthening layer impedes the
dynamic rupture, the resulting plastic strain accumulation is smaller
than that without the velocity-strengthening layer. Nevertheless, up
to 10 per cent of the slip deficit is due to coseismic inelastic defor-
mation at shallow depths. These results suggest that the occurrence
of slow interseismic creep could account for some of the remaining
discrepancy between shallow slip deficit predicted by our models
and that inferred from inversions of geodetic data.

6.2 Effects of three-dimensional (3-D) geometry

In this study, we use 2-D (antiplane) elasto-plastic models of sponta-
neous dynamic rupture that assume no variations of slip or material
properties along the fault strike. Using 3-D simulations of sponta-
neous dynamic rupture, Ma (2008) showed that extensive inelastic
deformation due to large strike-slip earthquakes occurs along strike
and is mostly distributed on the extensional side of the fault. Based
on dynamic rupture simulations in a 2-D in-plane setting, Templeton
& Rice (2008) found that plastic deformation occurs primarily on
the compressional side of the fault for shallow angles between the
most compressive stress axis and the fault plane, and on the exten-

sional side for higher angles of maximum compression axis. These
results indicate that there may be more inelastic strain accumulation
in 3-D models such that, when averaging the coseismic slip distri-
bution along the fault strike, the amount of shallow slip deficit may
become larger than that in the 2-D models considered in this study.
We point out that 3-D effects are likely to be important for the M7
strike-slip earthquakes such as those included in Fig. 1.

6.3 Enhanced dynamic weakening at coseismic slip rates

There is growing evidence that friction may be much lower at seis-
mic slip velocities than rate and state friction laws predict (e.g. Di
Toro et al. 2003; Han et al. 2007; Rice 2006; Noda et al. 2009, and
references therein). In this study, we assume that the fault constitu-
tive response is represented by the rate and state friction formulation
without accounting for the enhanced weakening at seismic slip rates
of the order of 1 m s−1. Our model reproduces the aseismic nucle-
ation process in gradually varying zones of accelerating slip and the
subsequent inertially controlled events with realistic slip velocities
and rupture speeds. Yet, the dynamic stress fields and the amount
of inelastic deformation may be smaller in our model than that with
enhanced weakening, which causes abrupt and large changes in the
stress field at the tip of the propagating rupture. A locally larger
dynamic stress change due to such enhanced weakening may in-
duce a larger amount of inelastic deformation near the fault surface
and result in greater shallow slip deficit. What remains to be in-
vestigated is whether enhanced dynamic weakening could lead to
the conditions where shallow slip deficit is mechanically favoured;
that is, the stress state could be closer to the failure envelop (CF)
at shallower depths (�3 km) than at greater depths such that in-
elastic deformation preferentially occurs at shallower depths. Other
mechanisms that may increase damage generation at shallow depths
include strong dynamic reduction of normal stress during seismic
slip due to collision of rough fault surfaces (Lomnitz-Adler 1991;
Brune et al. 1993) or a material contrast across a fault (Andrews &
Ben-Zion 1997).
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6.4 Inelastic deformation during interseismic periods

Following previous studies of dynamic rupture with off-fault plas-
ticity, we have focused on single-rupture scenarios and assumed
that interseismic inelastic deformation in the shallow crust is negli-
gible in the overall slip budget. However, any interseismic inelastic
deformation at shallow depths would reduce the ambient stress and
therefore the amount of coseismic slip in the subsequent event. This
may potentially account for the discrepancy between the simulated
slip deficit (Fig. 6) and the observations (Fig. 1). It is also possible
that the effects of interseismic inelastic deformation might be small
because, even if the shallow crust next to a fault yields during the
initial dynamic rupture events, it may respond elastically to sub-
sequent events and secular loading. After multiple earthquake cy-
cles, the model could evolve to self-consistent stress conditions that
are compatible with parameterization of the model, while inelastic
strain will keep accumulating over time. Quantifying interseismic
inelastic deformation and its contribution to shallow slip deficit over
multiple earthquake cycles needs to be addressed in future work.

6.5 Discrepancies between slip rates estimated from
geology and geodetic methods

If shallow slip deficit due to off-fault inelastic deformation sys-
tematically occurred over many earthquake cycles, there would
be a difference between the cumulative offset near the fault trace
(within tens of metres) and at distances far from the fault (several
kilometres away). This difference may bear on inferred discrep-
ancies between slip rates estimated from geology and those esti-
mated by geodetic methods (e.g. Oskin & Iriondo 2004; Titus et al.
2006). The presence of shallow slip deficit implies that the geologic
rates would be smaller than the geodetic rates. Some studies (e.g.
Matmon et al. 2005; Oskin et al. 2008) reported up to 200 per
cent discrepancies between the estimates of geologic and geodetic
fault slip rates, whereas other studies (e.g. Meade & Hager 2005;
Chuang & Johnson 2011) argued that the discrepancies are much
smaller (�10–20 per cent). An agreement between geologic and
geodetic slip rates on mature faults (e.g. Fialko 2006) implies that
shallow slip deficit may be restricted to young or infrequently slip-
ping faults (Fig. 1). Estimates of shallow slip deficit for very long
strike-slip ruptures on mature faults so far are scarce, in part due
to poor correlation of InSAR data in the near field of recent strike-
slip earthquakes with moment magnitude (Mw) greater than 7.5.
Tong et al. (2010) found no shallow slip deficit for the 2008 Mw7.8
Wenchuan (China) earthquake. It remains to be seen if the amount
of shallow slip deficit depends on the rupture size, fault slip rate,
cumulative offset, recurrence interval, etc.

7 C O N C LU S I O N S

Using simulations of spontaneous dynamic rupture with off-fault
yielding, we have investigated whether the occurrence of inelastic
deformation can account for the shallow slip deficit inferred from
slip inversions of several well-documented M7 earthquakes. Our
results suggest that shallow slip deficit due to coseismic inelastic
deformation occurs under a wide range of parameters that char-
acterize strength of the uppermost crust. The main results can be
summarized as follows.

The amount of shallow slip deficit scales with the amount of
inelastic deformation near the Earth surface. Lower values of rock
cohesion (e.g. in pre-damaged rock) promote plastic strain accu-
mulation near the Earth surface and hence increase the amount

of slip deficit. When the ratio of friction coefficient on the fault
to internal rock friction is closer to one, inelastic deformation at
depths suppresses dynamic rupture propagation and, in some cases,
even inhibits earthquake nucleation. Shallow slip deficit is often
suppressed when there is strong inelastic deformation at depths
greater than 3–4 km. Hence shallow slip deficit is favoured when the
stress state is closer to the failure envelop (CF) at shallower depths
(�3 km) and further away at greater depths such that inelastic defor-
mation preferentially occurs at shallower depths. Earthquakes with
higher stress drop would lead to larger dynamic stresses and larger
plastic strain accumulation, leading to larger slip deficit in some
situations.

We have found that the amount of ‘true’ shallow slip deficit due to
inelastic off-fault deformation is, at most, of the order of 15 per cent
in the cases that we have considered. Inelastic deformation, however,
reduces coseismic strain near the fault, which can introduce an
additional ‘artificial’ deficit of up to 10 per cent of the maximum slip
in inversions of geodetic data that are based on purely elastic models.
The combined effect is close to, but still smaller than the magnitudes
of the inferred shallow slip deficit in inversions of geodetic data,
although potentially important factors that are not included in this
study may account for the discrepancy. Our results further indicate
that off-fault yielding during dynamic rupture propagation may
explain kilometre-wide fault damage zones imaged by geodetic and
seismic studies.
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A P P E N D I X A : R AT E A N D S TAT E
F R I C T I O N R E G U L A R I Z E D AT Z E RO
S L I P V E L O C I T Y

In expression (1), shear frictional strength τ is undefined for slip
velocities V = 0, which is unphysical. To regularize (1) near V =
0, we follow the approach of Rice & Ben-Zion (1996) and Lapusta
et al. (2000) in using a thermally activated creep model of the direct
effect term a ln (V /V 0) to obtain

τ = −aσn arcsinh

[
V

2V0
exp

(
f0 + b ln(V0θ/L)

a

)]
. (A1)

This regularization produces a negligible change from eq. (1) in
the range of slip velocities explored by laboratory experiments; the
difference in V at V ∼ V 0 is of the order of exp (−2f 0/a) or less,
and the typical value of f 0/a in this study is 40.

A P P E N D I X B : S E L E C T I O N O F A
S PAT I A L R E S O LU T I O N F O R
W E L L - R E S O LV E D S I M U L AT I O N S

For the rate-independent form of Drucker–Prager plasticity that we
employ, shear localization in numerical solutions is known to be
limited by a grid spacing used in the simulations (Templeton &
Rice 2008). Since the degree of shear localization may affect the
amount of slip deficit in our models, it is important to make sure
that the solution of our interest (i.e. slip distribution after a seismic
event) is independent of the employed grid spacing. We simulate the
same scenario as shown in Fig. 4(e) with c = 0 using a twice-smaller
node spacing and compare these results (Fig. B1). The simulated slip
distribution and slip velocity for two different resolutions are nearly
identical, indicating that the results are converged to reasonable
accuracy. We use the average node spacing of 	x = 31.2 m for all
the cases we consider in this study.
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Figure B1. (a) Coseismic slip distributions for the case with μ = 0.85 and c = 0 MPa and the same case with a twice-higher resolution. Indicated values of
	x are the average node spacing used in each case. (b) Slip velocity at z = −3 km as a function of time for the cases in panel a. The resolution 	x = 31.6 m
gives essentially the same results as 	x = 15.6 m.
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