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Abstract We apply the Matrix Profile algorithm to 100 days of continuous data starting 10 days before the
2019 M 6.4 and M 7.1 Ridgecrest earthquakes from borehole seismic station B921 near the Ridgecrest
aftershock sequence. We identify many examples of reversely polarized waveforms, but focus on one
particularly striking earthquake pair with strongly negatively correlated P and S waveforms at B921 and several
other nearby stations. Waveform‐cross‐correlation‐based relocation of these events indicates they are at about
10 km depth and separated by only 115 m. Individual focal mechanisms are poorly resolved for these events
because of the limited number of recording stations with unambiguous P polarities. However, relative P and S
polarity and amplitude information can be used to constrain the likely difference in fault plane orientation
between the two events to be 5–20°. We explore possible models to explain these observations, including low
effective coefficients of fault friction and short‐wavelength stress heterogeneity caused by prior earthquakes.
Although definitive conclusions are lacking, we favor local stress heterogeneity as being more consistent with
other observations for the Ridgecrest region.

Plain Language Summary Earthquake focal mechanisms are estimated from seismic observations
and provide valuable information on fault geometry and crustal stress orientation at depth. Most focal
mechanisms are spatially correlated, that is, mechanisms tend to be similar to those of neighboring earthquakes.
However, on rare occasions earthquake pairs are observed that appear nearly opposite in orientation, as
evidenced by seismograms that are flipped in polarity. These extreme examples of focal mechanism diversity
are valuable because they provide strong constraints on fault and stress properties at depth. Here we identify and
study a particularly well‐recorded reverse‐polarity earthquake pair among aftershocks of the 2019 M6.4 and
M7.1 earthquakes at Ridgecrest, California. Our analysis shows that they are at 10 km depth in the crust but only
115 m apart and that their fault planes differ in orientation by less than 20°. This implies either unusually low
values of fault friction, which permit faults to slip even when they are far from their optimal faulting orientation,
or strong changes in stress orientation at depth, perhaps caused by residual stresses from prior earthquakes.

1. Introduction
Earthquake focal mechanisms provide important constraints on stress orientation at depth. While a single
mechanism provides only limited information, a group of focal mechanisms of varying orientation can be used to
invert for the principal stress direction, assuming uniform stress across the source region (e.g., Gephart & For-
syth, 1984; Michael, 1987). In general, greater focal mechanism diversity will provide tighter constraints on stress
orientation and may also place limits on the effective coefficient of friction during faulting. For example, many
aftershock zones following the 1989 Loma Prieta, California, earthquake contained widely divergent mecha-
nisms, which Michael et al. (1990) interpreted as indicating an extremely heterogenous stress field resulting from
a near‐total stress drop of the Loma Prieta mainshock. In contrast, Beroza and Zoback (1993) and Zoback and
Beroza (1993) argued that the Loma Prieta focal mechanism diversity was consistent with a nearly uniform
uniaxial stress field with principal stress axis almost normal to the mainshock fault plane and very low effective
coefficients of fault friction.

Nakamura (1978) used cross‐spectra to identify inverted polarity records in the A1 deep moonquake cluster. More
recently, the widespread use of waveform cross‐correlation to characterize and relocate earthquakes has led to the
discovery of “reverse‐polarity” earthquake pairs with seismograms of nearly opposite polarity (see recent review
by Cesca et al., 2024). Prieto et al. (2012) identified examples of reverse polarity waveforms from five or more
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stations for events in the Bucaramanga earthquake nest at ∼160‐km depth in Colombia. Ma and Wu (2013) found
five doublets among 2631 aftershocks of the 2008Wenchuan, China, earthquake with flipped polarity on all three
components of a nearby station. Trugman et al. (2020) detected 45 “antisimilar” earthquake pairs among ∼30,000
aftershocks of the 2019 Ridgecrest, California, mainshocks, with interevent separations of hundreds of meters. In
the same Ridgecrest aftershock sequence, Wang and Zhan (2020) used moment tensor analysis to identify two
pairs of reverse polarity mechanisms with hypocenter separations of 2–4 km.

These reverse‐polarity earthquake pairs are valuable as extreme examples of focal mechanism diversity, but it is
not yet clear how much local stress heterogeneity they require or if they can be explained entirely with low
effective coefficients of fault friction. To address these issues, we apply the Matrix Profile (MP) algorithm
(Shabikay Senobari et al., 2024) to 100 days of continuous data (starting 10 days before the 2019 M 6.4
Ridgecrest earthquake) from a nearby borehole seismometer. We find many examples of anti‐correlated wave-
forms, including a particularly striking pair at about 10 km depth with nearly identical polarity‐flipped P and S
waveforms, which became the focus of this paper. Our analysis shows that the earthquakes in this reverse‐polarity
pair are located only 115 m apart with fault planes that likely differ in orientation by 10–20°. We explore the
implications of this result for local stress heterogeneity and fault friction.

2. Data Analysis
The 4–5 July 2019 M 6.4 and M 7.1 Ridgecrest mainshocks generated a vigorous aftershock sequence with tens
of thousands of events detected in the first few months (e.g., Plesch et al., 2020). To detect reverse polarity
waveforms during this time period, we obtained 100 days of continuous data from the vertical component of
borehole station B921 (see Figure 1) extending from 10 days before to 90 days after theM 6.4 event. We applied a
1–10 Hz bandpass filter and downsampled to 20 samples/s. We modified the Matrix Profile (MP) algorithm
(Shabikay Senobari et al., 2024) to output the minimum rather than the maximum value of the correlation co-
efficient of every 5‐s segment with the rest of the time series. As described in Shabikay Senobari et al. (2024), the
MP provides an efficient way to perform template matching without templates, that is to cross‐correlate every-
thing with everything. This has the advantage of detecting even the tiniest event pairs that cross‐correlate, even if
neither event is contained in an existing catalog.

From the MP output for station B921, we searched for times when the correlation coefficient was less than − 0.95
for at least 2 s and found many examples of anti‐correlated waveform segments (see Figure 2). Note that the anti‐
correlated pulse shapes are distinctive enough that the negative correlations could not have resulted from cycle‐
skipping of positively correlated pulses (see discussion on p. 7 of Cesca et al., 2024). Most of the example pairs
we identified were of anti‐correlated P‐waves, with the corresponding S‐waves showing little or no correlation
(either positive or negative). This result differs from the observations of Ma and Wu (2013) for Wenchuan af-
tershocks, who found reversed polarity S‐waves but not P‐waves and Trugman et al. (2020) who plot many
examples of anti‐correlated S‐waves for Ridgecrest aftershock pairs. We suspect that the dominance of anti‐
correlated P‐waves in our analysis may result from our selection criteria, which tends to favor anti‐correlation
of the initial part of the P and S wavetrain.

It is interesting to note the large difference in magnitude between many of our anti‐correlated P‐wave event pairs.
For example, the top pair of events in Figure 2 have catalog magnitudes of 3.5 and 1.3 and we find a P‐wave
amplitude ratio at B921 of about 100. The bottom pair of events is the most extreme, with magnitudes of 3.7
and 0.7 and a P‐wave amplitude ratio at B921 of about 2600. These results are similar to those observed for
Parkfield repeating earthquakes by Nadeau et al. (1995) who found highly correlated waveforms for a micro‐
earthquake cluster with an observed amplitude range of more than 40 (see their Figure 1). Good correlation of
large‐event waveforms with those of smaller events occurs because their apparent pulse widths are similar, a
result of both attenuation and the 1‐ to 10‐Hz bandpass filter we apply to the data. In our case, the Cajon Pass
borehole results of Abercrombie (1995) suggest corner frequencies of 2–10 Hz for M 3.7 earthquakes, corre-
sponding to source durations of about 0.03–0.16 s, which are less than or roughly equal to the pulse durations seen
in Figure 2.

Although most of our reverse polarity observations were of P‐waves alone, we found one particularly striking
example of a reverse polarity earthquake pair, which contains both P‐ and S‐waves with flipped polarity. The
waveforms for this pair are plotted in Figure 3, showing the B921 waveforms as well as data from other stations
that also show anti‐correlated waveforms. Note that this pair is not among the 45 antisimilar Ridgecrest
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earthquake pairs previously identified by Trugman et al. (2020), who used a
multi‐station approach based on waveform cross‐correlation of known events
and required at least five negative correlations of − 0.85 or less from separate
P‐ and S‐wave 1.5‐s windows. In contrast, our method is applied to data from
a single station and requires a negative correlation of − 0.95 or less over a 5‐s
window. Because we examine continuous data, we are not limited to known
events and indeed many of our detected events are not in the SCSN catalog.
Detection of anti‐correlated events using focal mechanism analysis, wave-
form cross‐correlation, template matching, and the MP algorithm is a rich
area for future research.

Here, we focus on the pair shown in Figure 3 rather than perform a more
comprehensive analysis of all our reverse‐polarity observations at station
B921 for the following reasons.

1. Trugman et al. (2020) has already shown that 45 anti‐correlated pairs are
widely distributed among Ridgecrest aftershocks and Wang and
Zhan (2020) identified two pairs of M> 3.5 earthquakes near the Ridge-
crest mainshock epicenters with nearly opposite focal mechanisms.
Adding more examples of anti‐correlated pairs, while of some value, will
not necessary contribute as much to our understanding as exploring the
implications of a single well‐constrained pair in detail.

2. The tightest constraints on local fault properties and stress heterogeneity
are provided by pairs of events at the shortest separation distances and with
the most anti‐correlated focal mechanisms. Because our target event pair
has both anti‐correlated P‐ and S‐waves at several stations, it is possible to
obtain precise differential locations and limits on allowed focal mecha-
nism differences.

3. Other examples of reverse polarity waveforms we found for station B921
contained only anti‐correlated P‐waves and thus are unlikely to be as
closely located as our target event pair.

4. More detailed analysis of other pairs requires obtaining waveforms from
other stations and performing waveform cross‐correlation, a process that
may be difficult to automate, given the errors in the catalog location that
we found for one of our target events (see below).

The two events occurred on 10 July at 22:47:20 and 22 July at 12:37:19. The
earlier event is associated with a M 0.96 SCSN catalog event with cuspid
38524287 and location: lat = 35.7623, lon = − 117.5617, depth = 11.80 km,
time = 22:47:17.48. However, examining waveforms for this earthquake
showed that some SCSN phase identifications were incorrect owing to the
presence of other earthquakes occurring at similar times. Careful hand
picking of P and S arrivals at 16 stations and application of the COMPLOC
location algorithm (Lin & Shearer, 2006) yields a solution (lat = 35.6278,
lon= − 117.4586, depth= 9.95 km, time= 22:47:19.98) that predicts P and S

arrival times all within 0.64 s of the observed picks, with most residuals less than 0.2 s. This relocation step is
critical for our analysis because the original catalog location is off by over 15 km.

The second event is much smaller than the first event (note a factor of 8–19 amplitude difference between the two
events in Figure 3) and its phase arrivals are less clear. However, waveform cross‐correlation of the traces shown
in Figure 3 gives 12 differential P and S times that can be used to compute relative event locations for the pair,
which we perform using the DIFLOC subroutine from the GrowClust algorithm (Trugman& Shearer, 2017). This
yields final locations of (35.62765, − 117.45822, 9.9076 km) and (35.62795, − 117.45899, 9.9924 km) for the two
events, which are separated by only 115 m. The resulting differential time residuals are all less than 0.01 s.
Bootstrap resampling of the differential times gives one standard error limits for the separation distance of 108

Figure 1. (a) A map showing the locations of the 4 July M 6.4 and 5 July M
7.1 Ridgecrest mainshocks, catalog seismicity in 2019 (gray dots), station
locations (triangles), and the reverse polarity earthquake pair that is the focus
of our analysis. (b) A closeup of the region outlined in the dashed rectangle
in the top map, showing the epicenters of the reverse polarity pair as squares.
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and 131 m. Note that separate locations for the two events are visible in
Figure 1b and trend along an azimuth of about N65°W, which crudely agrees
with a local alignment of the aftershock seismicity.

We focus for the remainder of this paper on this specific earthquake pair
because of its strong anti‐correlation of both P and S at several stations, which
allow us to compute a precise differential location, and, as explained below,
constrain differences in the event focal mechanisms. In the future, we hope to
more thoroughly explore the other reverse‐polarity waveform pairs contained
in the MP results, which may help to expand the set of anti‐correlated events
cataloged by Trugman et al. (2020), particularly if we relax the − 0.95 cor-
relation coefficient cutoff.

2.1. Focal Mechanism Analysis

We found that there are too few records with clear P‐wave polarities to
accurately determine a focal mechanism for either event in the anti‐correlated
earthquake pair. However, we can use the differential amplitude information
from our cross‐correlation results to place limits on how “opposite” the
mechanisms are, that is, the angular separation between the inferred slip
planes. Our approach is related to the use of relative P polarities from
waveform cross‐correlation by Shelly et al. (2016) and relative polarities and
S/P amplitude ratios by Shelly et al. (2023) to estimate focal mechanisms
within clusters of earthquakes and is very similar to the strategy of Cheng
et al. (2023) to combine P polarities with P and S amplitude ratios to perform a
joint focal mechanism inversion for event clusters that minimizes the dif-
ferences between observed and radiation‐pattern‐predicted amplitude ratios
between focal mechanism pairs.

Our analysis works as follows.

1. For the larger, earlier event, we hand‐pick P polarities for stations with
clear and unambiguous onsets, that is, stations CCC, CLC, B917, and
B921, all of which have up (positive) P‐wave first motions.

2. We use the HASH algorithm (Hardebeck & Shearer, 2002; Skoumal
et al., 2024) to return a large set (13,716) of focal mechanisms consistent
with positive polarities at these four stations.

3. We obtain observed P and S amplitude ratios using waveform cross‐
correlation at stations B917, B921, CCC, CLS, and LRL. These ratios
are labeled in Figure 3 and generally agree between the components at the
same station but vary somewhat among the different recording stations,
suggesting that the focal mechanisms are not perfectly reversed (assuming
no directivity amplitude variations). Next, we consider every possible

focal mechanism pair within the allowed set and compute its predicted differential P and S amplitude ratios at
these stations. We consider acceptable fits to achieve at least a 50% reduction in log amplitude ratio misfit
RMS compared to a single amplitude scaling factor between the events.

Examples of focal mechanism pairs that meet this criteria are plotted in Figure 4 and show that both strike‐slip and
oblique‐slip mechanisms are possible, given the limited P‐polarity information. Histograms showing the number
of pairs as a function of the angular separation between the fault planes and the difference in fault strikes are
shown in Figure 5a. Both nodal planes are used to compute these angular differences. The best‐fitting focal
mechanism pairs achieve log amplitude ratio misfit reductions of 60%–70% and span angular separations from 2°
to 20°, with many at 10° to 15° separation. Somewhat wider angular separations are permitted when only a 50%
reduction in log amplitude ratio misfit is required, as shown by the small number of solutions beyond 20%
separation in Figure 5a. Out of the 336 total solution pairs (listed in the supplement), there are three pairs with
angular separations of 30° to 34°, each with a misfit reduction close to 50%. However, we don't necessarily expect
perfect fits to the differential amplitude observations, given that directivity effects may cause amplitude variations

Figure 2. Reverse polarity records from station B921 identified using the
Matrix Profile algorithm. Six earthquake pairs are plotted with the red trace
flipped in polarity to show its negative correlation with the black trace for the
first 2 seconds of the wavetrain (i.e., the P‐wave arrival). Trace alignment is
from the MP results. The black trace is normalized to the same maximum
amplitude and the red trace is scaled to match the P‐wave amplitude. The
red‐to‐black trace P‐wave amplitude ratio is labeled. Corresponding date/
times are indicated above the traces. Events associated with earthquakes in
the SCSN catalog have magnitudes listed to the right of the date/time.
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not predicted by double‐couple radiation patterns. Thus we consider that the
results constrain the fault planes of the two events to be between 0° and 25°
apart, with a 5° to 20° separation being most likely. Figure 5b plots the dif-
ference in fault strike between the first and second event for the allowed focal
mechanism pairs (event 2 strike minus event 1 strike). The average strike
difference is near zero, with a spread between about − 15° and +15°. Much of
the angular difference (Figure 5a) is thus likely due to a small difference in dip
angles.

3. Discussion
Reversed or nearly reversed focal mechanisms have been observed in com-
parisons between pre‐mainshock events and those following large ruptures,
such as the 2011 Tohoku‐oki earthquake (e.g., Hardebeck & Okada, 2018;
Hasegawa et al., 2012; Ide et al., 2011; Yagi & Fukahata, 2011), and have
been attributed to a near‐total stress drop for the mainshock and/or dynamic
overshoot. Large stress rotations caused by mainshock slip have also been
observed for the 1992 Landers earthquake (Hauksson, 1994) and the 2002
Denali earthquake (Ratchkovski, 2003). Wang and Zhan (2020) identified
two pairs of nearly reverse‐polarity mechanisms among ML > 3.5 Ridgecrest
aftershocks, which are close to epicenters of the M 6.4 and 7.1 Ridgecrest
events. Wang and Zhan (2020) noted that the identified reverse‐polarity pairs
are located near regions of high coseismic slip, and suggested that they result
from dynamic overshoot. However, given that both of the events in our anti‐
correlated earthquake pair occurred after the M 7.1 mainshock and the events
are only about ∼100‐m apart, dynamic overshoot due to the mainshock cannot
account for their reverse polarity. One might argue for dynamic overshoot
produced by the first event of the reverse‐polarity pair, thus locally reversing
the stress orientation for the second event. However, the likelihood of over-
shoot is low for small events and can be ruled out as the cause of the reverse
polarity for our anti‐correlated earthquake pair because the distance between
the events greatly exceeds their estimated dimensions (less than 40 m for the
larger event, assuming a stress drop of 3 MPa or higher), implying negligible
stress interactions.

More viable explanations include those discussed in the introduction, in
which previous studies have attributed extreme aftershock focal mechanism
diversity to heterogeneity in either stress and/or fault strength (e.g., Beroza &
Zoback, 1993; Michael et al., 1990; Zoback & Beroza, 1993). For our reverse
polarity pair, these possibilities can be evaluated in light of the very small
separation of the event hypocenters (115 m) and the opposing slip that occurs
on fault planes that differ in angular orientation by less than 25°. In the
following analysis, we assume that the sense of fault slip is the same as the
sense of resolved shear stress on a slip interface prior to the earthquake
occurrence.

3.1. Homogeneous Background Stress

The close spatial proximity of the two events might be used to argue that they occurred under the same back-
ground stress. Under the assumption of a locally homogeneous stress, both the orientation and magnitude of
principal stresses are the same at each hypocenter. If so, the opposite polarity implies that (a) nodal planes of the
two events are distinct (i.e., the angle between them is neither 0 nor 90°); (b) the principal stresses are almost
parallel to one of the nodal planes (and almost perpendicular to the other nodal plane) for each event; and (c) the
maximum compression axis is in the extensional quadrant of a focal mechanism for each event. Figure 6 illus-
trates the respective rupture orientations, assuming that both events are predominantly strike‐slip. In case of a
substantial dip‐slip component, the maximum compressive stress is sub‐vertical rather than sub‐horizontal, and

Figure 3. P and S waveform comparison for the reverse polarity earthquake
pair. The top trace in each pair shows the 10 July event in black and 22 July
event in red (aligned with flipped polarity). The bottom trace in each pair
shows the 22 July event with its original polarity. Station network, name, and
component are labeled at right. Records are bandpass filtered at 1–10 Hz.
Amplitudes are self‐normalized with the second‐event amplitude increased
by the indicated scaling factor (e.g., 13.2 for the top record pair) to match the
first event.
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the analysis presented below still applies. We note that the assumed config-
uration (Figure 6) may be consistent with the regional stress field. Taking the
determined event locations at face value, the azimuth from the second (more
westerly) event to the first one is ∼116°. Near‐coincident nodal planes of the
two events allow one to use the relative event locations to infer the absolute
orientation of the nodal planes, and thus approximate orientations of the
principal stress axes (∼116° and ∼26°). Accounting for uncertainties, these
orientations are close to those of the minimum and maximum horizontal
compression axes in the Ridgecrest area (e.g., Fialko & Jin, 2021; Yang &
Hauksson, 2013). We also note that conditions (a) and/or (c) above would be
inconsistent with the assumption of a locally homogeneous stress if the strike
difference between the two fault planes is equal to, or less than zero
(Figure 5b). We therefore proceed considering the case of a small but positive
difference in strike angles, such that the nodal planes of the second event have
larger strike angles compared to those of the first event, as depicted in
Figure 6.

A near‐orthogonal orientation of the nodal planes with respect to the principal
stress axes requires the respective faults to be extremely weak, as the shear
stress resolved on slip planes becomes vanishingly small for θ1 → 0 and
θ2 → 90° (Figure 6). Such a weakness can be attributed to a low coefficient of
friction μ, high pore fluid pressure p, or some combination of the two. Fault
friction can be low either statically or dynamically. Because strong dynamic
weakening is thought to require sufficiently large displacements and slip rates
(e.g., Brown & Fialko, 2012; Di Toro et al., 2011; Rice, 2006), it is unlikely
activated during small earthquakes (e.g., Fialko, 2021). To place constraints
on the static coefficient of friction, we consider the state of stress in the hy-
pocentral region of the reverse polarity events.

We assume that one of the principal stresses is vertical and lithostatic,
σlith = − ρrgz, and the pore pressure is hydrostatic, p = ρwgz, where z is depth
(positive downward), g is the gravitational acceleration, and ρr and ρw are the
densities of rock and water, respectively. Occurrence of both strike‐slip and
normal earthquakes in the Ridgecrest area indicates a transtensional stress
regime (e.g., Jin & Fialko, 2020; Yang & Hauksson, 2013), so that the
maximum (σ1) and intermediate (σ2) compressive stresses have similar
magnitudes, σ1 ≈ σ2 = σHmax = σlith, and the least compressive stress (σ3) is
horizontal (Fialko, 2021). The lower bound on the magnitude of the effective
least compressive stress (the least compressive stress less the pore pressure) is
given by the Mohr‐Coulomb failure envelope for normal faulting (e.g.,
Sibson, 1974),

σ′3 = −
(ρr − ρw) gz

K
, (1)

where

K = (
̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + μ2

√
+ μ)

2
(2)

is the lateral Earth pressure coefficient. Orientations of small seismically
active faults in the Ridgecrest area suggest an in situ coefficient of friction
μ = 0.4 − 0.6, with high‐end values corresponding to optimally oriented
faults, consistent with Byerlee's law (Fialko, 2021). Figure 7 shows the cor-
responding state of stress at depth of 10 km.

Figure 4. Sixteen examples of focal mechanism solutions for the Ridgecrest
reverse polarity earthquake pair for that satisfy the available P‐wave polarity
data and achieve at least a 50% reduction in RMS misfit to the available
differential P and S amplitudes. In each pair, the earlier and larger event is
plotted on the lower right in its relative map‐view location with respect to the
later event to the northwest.

Figure 5. (a) For the Ridgecrest reverse polarity earthquake pair, a histogram
of focal mechanism solution pairs that satisfy the available P‐wave polarity
data and achieve at least a 50% reduction in RMS misfit to the available
differential P and S amplitudes from waveform cross‐correlation, plotted as
a function of the angular separation between the two fault planes. (b) A
histogram of permitted fault strike differences between the two events.
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The coefficient of friction that enables slip on sub‐optimally oriented faults
depends on the fault orientation with respect to the principal stresses. The
angular difference between the reverse polarity faults provides an upper
bound on the angle between the fault plane and the maximum compressive
stress axis. Given the maximum admissible difference in strike angles of
∼10‐15° (Figure 5b), we consider a particular case of θ1 = 90° − θ2 = 6°,
which corresponds to the compression axis approximately bisecting the
dihedral angle formed by conjugate fault pairs (red and blue arrows in
Figure 6). This yields the coefficient of friction of 0.22 for the reverse polarity
faults that are sub‐parallel to the maximum compression axis (red arrows in
Figure 6), and 0.07 for faults that are nearly orthogonal to the maximum
compression axis (blue arrows in Figure 6). Relaxing the assumption of fault
plane symmetry about the σHmax axis (Figure 6) would result in a small in-
crease in the estimated coefficient of friction for one of the two faults, but a
decrease for the other. The estimated values of the coefficient of friction on
the reverse polarity faults will be lower still, for example, for a smaller dif-
ference in strike angles (Figure 5b), larger than assumed magnitude of the
effective least compressive stress |σ′3|, and/or non‐negligible cohesion (fault
strength at zero normal stress).

Next, we consider the possibility that the reverse polarity faults are weakened
due to high pore fluid pressure. An elevated (above hydrostatic) pore pressure
cannot explain activation of severely mis‐oriented faults in the presence of
faults of different orientations, as faults that are more optimally oriented will
be activated first. We therefore consider a case of pre‐existing faults of a

certain orientation in relatively intact host rocks. Given the maximum andminimum effective principal stresses σ′1
and σ′3, respectively, a condition for activation of a pre‐existing fault is (Sibson, 1985):

σ′3
σ′1
=
1 − μ tan θ
1 + μ cot θ

, (3)

Figure 6. Admissible orientations of fault planes of the reverse polarity
events under the assumption of a homogeneous stress. Blue and red arrows
denote potential fault planes and sense of slip. Black arrows denote the axis
of the maximum horizontal compressive stress σHmax. Potential fault planes
are at angles ±θ1 (red arrows) and ±θ2 (blue arrows) to σHmax axis. Angle θ1 is
close to 0, and angle θ2 is close to 90°.

Figure 7. Assumed state of stress in the hypocentral region of the reverse polarity events. Black curve (the Mohr circle)
denotes variations in shear stress on potential slip planes as a function of fault orientation. Radius of the Mohr circle
represents the maximum shear stress, S = |σ′1 − σ′3|/2. Red solid line is theMohr‐Coulomb failure envelope corresponding to
slip on pre‐existing optimally oriented faults for the coefficient of friction μ0 = 0.6. Cohesion on the fault interface is assumed to
be negligible. Angles θ1 and θ2 correspond to orientations of the reverse polarity faults with respect to the maximum horizontal
compressive stress (Figure 6). The ratio of shear stress to the effective normal stress at the intersections between thin black lines
and the Mohr circle gives the coefficients of friction, μ1 and μ2, for the correspondingly oriented faults. Dashed red and blue
lines denote failure envelopes for faults that are nearly parallel and nearly orthogonal to the maximum compressive stress,
respectively (see Figure 6). Calculations assume z = 10 km, ρc = 2.7 × 103 kg/m3, ρw = 103 kg/m3, g = 9.8 m/s2, θ1 = 6°
and θ2 = 84°.
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where θ is the angle between the fault plane and the maximum compression axis. Equation 3 gives rise to the
following expression for the differential stress:

σ′1 − σ′3 = μ
tan θ + cot θ
1 + μ cot θ

σ′1. (4)

The Mohr‐Coulomb criterion for failure of intact rock (i.e., formation of new faults) in terms of the effective
principal stresses is

σ′1 = − C + Kσ′3, (5)

where C is the uniaxial compressive strength of rocks, and K is given by Equation 2. Equation 5 can be written as

σ′1 − σ′3 = −
C
K
+ (1 −

1
K
)σ′1. (6)

Assuming that the maximum compressive stress is lithostatic, σ′1 = − ρrgz(1 − λ), where λ is the fluid pressure
ratio (for hydrostatic fluid pressure, λ = ρw/ρr), Equations 4 and 6 can be combined to relate the fault orientation
θ to the fluid pressure ratio λ for the transtensional stress regime:

λ = 1 −
1 + μ cot θ

μK( tan θ + cot θ)
C

ρrgz
. (7)

The long‐term uniaxial compressive strength of crystalline rocks C is of the order of 100 MPa (e.g., Price, 2016).
Figure 8 shows the magnitude of fluid overpressure necessary to activate pre‐existing faults while preventing
creation of new optimally oriented faults, forC = 50MPa (black solid contours) and C = 100MPa (white dashed

Figure 8. Orientations of faults that can be re‐activated by increases in pore fluid pressure, as a function of the fluid pressure
ratio λ. Re‐activation is prohibited in the shaded areas, where criteria for the formation of new (optimally oriented) faults are
first met. Black solid lines demarcate the parameter space of fault re‐activation, assuming uniaxial compressive strength of the
“intact” rocks C = 50 MPa. White dashed lines correspond to C = 100 MPa. Hydrostatic pore pressure corresponds to λ ≈ 0.4.
Calculations use μ = 0.6 and z = 10 km.
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contours). Smaller values of C result in a narrower range of fault orientations that admit re‐shear. As one can see
from Figure 8, faults that are sub‐parallel to the maximum compression axis (θ < 10°) can be activated with
relatively modest increases in the pore fluid pressure above the hydrostatic value (λ > 0.4). Activation of faults
that are at high angles to the maximum compression axis requires fluid pressure approaching the lithostatic value
(λ → 1). High pore fluid pressures raise a possibility of hydrofracture. The latter can be initiated if the least
compressive stress becomes tensile, and exceeds the intrinsic tensile strength (of the order of several megapascals
for common rock types, e.g. Fialko & Rubin, 1997). This condition is never met for the range of parameters
explored in Figure 8, even at near‐lithostatic values of pore fluid pressure. This is because both the least and
maximum principal stresses approach the lithostatic level as the pore pressure increases.

We argue that neither very low friction nor a chronic over‐pressurization of the host rocks are a likely explanation
for the observed reverse polarity events. Analysis of orientations of active faults in the Ridgecrest region indicates
that most faults are consistent with an in situ coefficient of friction of 0.4–0.6 (Fialko, 2021), well above the
values of 0.1–0.2 inferred for the reverse polarity faults under the assumption of a locally homogeneous stress.
Low friction and/or high fluid pressure cannot be widespread throughout the seismogenic zone because they
would make the crust extremely weak and unable to support deviatoric stresses greater than several megapascals
(Figure 7). Such a low strength of the bulk of the upper crust would be insufficient to maintain surface topography,
and inconsistent with earthquake stress drops of several tens of megapascals commonly observed in the region
(e.g., Shearer et al., 2022). Anomalously low friction and/or high pore fluid pressure might be unique to small
isolated faults such as those that produced the reverse polarity events. However, we note that few rock types have
coefficients of friction below 0.3 (e.g., water‐saturated clays), and the respective rocks are typically velocity‐
strengthening (e.g., Moore & Lockner, 2007), that is, prone to creep rather than to stick‐slip. In general,
higher coefficients of friction tend to correlate with more unstable slip, and vice versa (e.g., Mitchell et al., 2015;
Mitchell et al., 2016). A conditional slip stability is also promoted by high fluid pressure (low effective normal
stress), especially for small faults (e.g., Dieterich, 1979). Thus near‐lithostatic pore fluid pressure may help
reduce the effective strength of severely mis‐oriented faults, but at the same time suppress slip instabilities and
thus seismic ruptures.

3.2. Heterogeneous Background Stress

An alternative possibility is that the stress field is not locally homogeneous, but varies considerably over length
scales of the order of 102 meters (the inferred distance between hypocenters of the reverse polarity events). In this
case, the fault planes do not need to be highly mis‐oriented with respect to the principal stresses. Stress het-
erogeneity implies rotation of the principal stress axes, by as much as 90° (e.g., if the nodal planes of the two
events are parallel, and each rupture is optimally oriented with respect to the local principal stress). Note that a
locally homogeneous stress would not be able to cause slip on faults if the difference between their strike angles is
equal to, or less than zero (Figure 5b), thus requiring variations in the state of stress over the respective distances.

Stress heterogeneity can result from several factors, including stress concentration at the fault tips (e.g., d’Alessio
& Martel, 2004), heterogeneous fault slip (e.g., Rice, 1993; Smith & Heaton, 2011), slip on non‐planar faults
(Dieterich & Smith, 2009; Lindsey et al., 2014), and variations in the mechanical properties of the host rocks
(Barbot et al., 2009; Bedford et al., 2022; Fialko et al., 2002). At small wavelengths of tens to hundreds of meters,
large spatial variations in stress are most likely due to stress concentration at the fault tips, or arrested fronts of
earthquake ruptures propagating along pre‐existing faults.

We quantify rotation of the principal stress axes at the fault tip using a model of an in‐plane (Mode II) non‐
singular shear crack in an elastic medium (Fialko, 2015). We use the background stress field illustrated in
Figure 7, and assume that the crack plane is optimally oriented with respect to the principal stress axes. The
background (“far‐field”) shear stress resolved on the crack plane is σ0 ≈ 49 MPa (Figure 7). Fault slip reduces
stress on the fault surface to some residual level σd, with Δσ = σ0 − σd representing the static stress drop. A stress
singularity at the crack tip is prevented by a thin process zone having length R. Within the process zone, we
assume the Mohr‐Coulomb yield stress,

σs = σc − μσ′n, (8)
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where σc is the cohesive stress, and σ′n is the effective normal stress. The cohesive stress σc is related to the
uniaxial compressive strength C (Equation 5) as σc = 0.5C/

̅̅̅̅
K

√
(e.g., Twiss & Moores, 1992, p. 214). The short‐

term compressive strength measured in the lab is higher than the long‐term compressive strength of the crust
(Price, 2016). Because the former is likely more appropriate for arresting propagating ruptures, the magnitudes of
the cohesive stress and the long‐term compressive strength may be similar. We use σc = 70 MPa in the subse-
quent analysis. Note that for the assumed background stress and crack orientation, − μσ′n = σ0.

Within the process zone, slip gradually increases from zero to the critical slip‐weakening displacement Dc. The
work done to evolve the shear stress from σs to σd is (σs − σd)Dc, referred to as the fracture energy. The crack
half‐length is L, of which F = L − R is the half‐length of the developed part of the crack on which the shear stress
is equal to σd (see Figure 4 in Fialko, 2015). The cohesive, background, and residual stresses are related to the
crack length as follows:

σs − σ0
σs − σd

=
2
π
arcsin exp(−

Lc

F
), (9)

where

Lc =
πDc

4(1 − ν)
G

σs − σd
(10)

is the process zone length in the limit of small‐scale yielding (F ≈ L ≫R). In Equation 10, ν is the Poisson ratio.
An exact expression for the process zone length is

R = F(exp
Lc

F
− 1). (11)

The along‐crack slip distribution is given by Equation 33 in Fialko (2015, note a typo: σ0 should read σs). The
magnitude of stress perturbations at the crack tip scales with the stress drop Δσ, while the wavelength of stress
perturbations scales with the process zone size R. Stress gradients are maximized by increasing the stress drop
σ0 − σd, and/or the strength drop σs − σd. In the following example, we use σd = 0.1σ0 (i.e., nearly complete
stress drop), and Dc = 0.1 m (suggested by seismic data, e.g., Tinti et al., 2004). For typical elastic moduli of
rocks (G = 30 GPa and ν = 0.25), these parameters give rise to R ≈ 30 m, L ≈ 170 m, and Δσ ≈ 44 MPa. An
earthquake with the respective rupture size and stress drop would have a moment magnitude Mw ≈ 3.8.

The total stress in the surrounding medium is given by the sum of the assumed background stress and the stress
change due to a crack. To calculate the stress change from a crack, we approximate the along‐crack slip distri-
bution with an array of N finite edge dislocations, each having length L/N. For each dislocation, the Burger's
vector is equal to the amount of slip calculated at the mid‐point of the respective dislocation. A finite edge
dislocation can be represented by a superposition of two semi‐infinite in‐plane edge dislocations of opposite sign.
Analytical expressions for stresses due to a semi‐infinite edge dislocation in a homogeneous elastic medium are
readily available (e.g., Landau & Lifshitz, 1970, p. 130). The dislocation model is accurate at distances greater
than the size of individual dislocations (i.e., L/N) off of the crack plane. In the examples presented below, we
use N = 300.

Figure 9 shows the resulting stress field near the crack tip. The maximum compressive stress axis is rotated
clockwise (away from the crack plane) in the extensional quadrant (below the crack plane), and counter‐clockwise
(toward the crack plane) in the compressional quadrant (above the crack plane). The maximum differential
rotation is about 70–80°, with largest gradients across the crack plane. Colors denote an area where slip on pre‐
existing faults can be activated. For the given orientation of the principal stress axis σ′1, we compute the shear and
normal stresses resolved on potential slip planes that are optimally oriented with respect to σ′1. The ratio of shear to
normal stress normalized by the coefficient of friction denotes how close the material is to failure. Pre‐existing
optimally oriented faults would be activated if the normalized ratio is equal to, or greater than unity. Results
shown in Figure 9 predict extensive off‐fault yielding because the medium was already on the verge of failure
prior to fault slip. In case of the intact medium (i.e., no pre‐existing faults), off‐fault yielding would involve
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creation of new faults, and have a more limited extent due to cohesion
(Equation 5). A number of simulations exploring a wide parameter range
produced similar results (see Figures S1–S3 in Supporting Information S1). In
particular, larger cracks and process zones increase the wavelength of stress
perturbations at the crack tip, but result in smaller stress gradients. Varying
the coefficient of friction changes the stress drop, but also the background
stress, so that the ratio of stress perturbation to the background stress (which
determines the amount of stress rotation) is not strongly affected. If the
resolved shear stress is smaller (e.g., due to a non‐optimal fault orientation),
and/or the stress drop is a smaller fraction of the resolved shear stress, the
amount of rotation of the principal stress axes is proportionally reduced (e.g.,
Fialko, 2021).

Results shown in Figure 9 do not exhibit large (up to 90°) stress rotations over
distances of∼102 meters. However, it is conceivable that such rotations could
be achieved by for example, a superposition of several faults or rupture fronts.
Also, larger process zones (e.g., due to larger slip‐weakening distanceDc) can
produce stress rotations that extend over larger distances away from the fault
plane (Figure S3 in Supporting Information S1). The magnitude and spatial
extent of stress perturbations can be further increased in the case of dynamic
rupture at near‐limiting speeds (e.g., Dunham et al., 2011; Rice et al., 2005).
We note that the reverse polarity events occurred within the fault zone of the
2019 M 7.1 mainshock (Figure 1), where a significant stress heterogeneity
may be expected from aftershocks of the 2019 event, as well as prior seis-
micity. We also note that field measurements suggest the fault offset‐to‐
length ratios O(10− 2) (e.g., Cowie & Scholz, 1992), about a factor of 5
larger than that in our “nearly complete stress drop” model (Figure 9). The
latter therefore may not provide an upper bound on the amount of stress

rotation near fault tips. The effective strains of ∼10− 2 associated with cumulative fault slip, however, imply
extensive yielding off of the fault plane, which can ultimately moderate the amount of rotation of the principal
stress axes. The same is true for stress perturbations due to slip on geometrically complex interfaces (Dieterich &
Smith, 2009; Lindsey et al., 2014). While models of slip on non‐planar faults predict large stress perturbations due
to fault roughness (Dieterich & Smith, 2009; Fang & Dunham, 2013), including local reversals in the sign of the
resolved Coulomb stress, such perturbations are likely relaxed by secondary faulting and the bulk off‐fault
plasticity as faults continue to accumulate slip. Stress concentrations due to passing rupture fronts and slip on
geometrically complex interfaces are one of the primary contributors to the formation of fault damage zones
(Cochran et al., 2009; Dieterich & Smith, 2009; Kaneko & Fialko, 2011).

An additional stress rotation within fault damage zones might result from a “plastic core” which supports smaller
deviatoric stresses compared to the host rocks, and therefore can develop higher fluid pressures without reaching a
condition for hydrofracture (Faulkner et al., 2007; Rice, 1992). The plastic core model was proposed to explain
operation of mature faults that are highly mis‐oriented with respect to the regional tectonic stress, and unlikely
applies to the Ridgecrest rupture which occurred on a developing low‐offset fault that is nearly optimally oriented
with respect to the regional stress field (e.g., Fialko & Jin, 2021).

A high diversity in orientations of closely spaced faults was reported in previous studies (e.g., Fialko, 2021; Iio
et al., 2017). For example, Iio et al. (2017) found diverse focal mechanisms on the scale of 102 m near the fault that
produced the 1984 M 6.8 Western Nagano Prefecture Earthquake in Japan, and attributed it to a heterogeneous
strength, although it is possible that local stress heterogeneity might be involved as well. Smith and Heaton (2011)
proposed that stress in the seismogenic upper crust is stochastically heterogeneous at all scales. Our results lend
support to the existence of substantial stress heterogeneities at spatial scales of tens to hundreds of meters, for
example, due to stress concentration at the fault tips, in the near field of major faults due to stress perturbations
from arrested rupture fronts, fault roughness, and secondary faulting. The same mechanism may explain diverse
focal mechanisms of aftershocks observed in Ridgecrest (Trugman et al., 2020; Wang & Zhan, 2020) and
elsewhere (Beroza & Zoback, 1993; Michael et al., 1990). Extreme stress heterogeneity is also known to exist at

Figure 9. Stress field at the tip of a right‐lateral Mode II shear crack. Black
and white tick marks denote the orientation of the maximum compressive
stress axis. Solid cyan line denotes the crack, and dashed cyan line denotes
the process zone. Color represents the ratio of shear to normal stress divided
by the assumed coefficient of friction (0.6). Shear and normal stresses are
resolved on planes that are optimally oriented for failure according to the
Mohr‐Coulomb criterion. White area below the crack tip corresponds to
positive σ′3 (likely resulting in tensile fracturing). Axes numbers are in
meters.
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micro scales because of the irregular nature of elementary contacts (e.g., Bowden & Tabor, 1954; Dieterich &
Kilgore, 1994; Mitchell et al., 2013). The available data however seem to indicate that stresses can be spatially
coherent in the bulk of the crust over length scales of kilometers to tens of kilometers (e.g., Fialko & Jin, 2021; Iio
et al., 2017; Yang & Hauksson, 2013). This view is supported by the fact that events with nearly reversed polarity
appear to be relatively rare, have small magnitudes (i.e., sample stresses variations over relatively short wave-
lengths), and are limited to the near field of major faults, as documented in this study, as well as in previous
studies (e.g., Trugman et al., 2020; Wang & Zhan, 2020).

4. Conclusions
We analyze seismic waveform data from the 2019 Ridgecrest, California, earthquake sequence, using the Matrix
Profile algorithm. We identify a number of event pairs that produced anti‐correlated waveforms. One pair has a
particularly striking anti‐correlation of both P‐ and S‐waves observed on several seismic stations. The respective
events are located near the rupture zone of the 2019 M 7.1 mainshock at depth of about 10 km, and are only
∼100 m apart. We constrain the difference in orientation of the nodal planes of the two events to be less than 25°.
A near‐perfect reversal in polarity implies either extremely low effective strength or strong stress heterogeneity.
In case of a locally homogeneous stress, fault orientations that are sub‐parallel to the orientation of the maximum
horizontal stress would require less extreme values of the coefficient of friction and pore fluid over‐pressure
compared to fault orientations that are nearly orthogonal to the maximum horizontal stress axis. This would
imply that faults that produced the reverse polarity events are more likely sub‐parallel, rather than co‐planar. A
combination of moderate over‐pressurization (above hydrostatic, but well below lithostatic) and a reduced co-
efficient of friction could help explain the reverse polarity events without the need to appeal for extremely low
values of the coefficient of friction. However, the occurrence of events within the fault zone (Figure 1) makes the
assumption of isolated pre‐existing over‐pressurized faults in otherwise competent host rocks (Figure 8) unlikely.
Thus, we favor heterogeneous stress models, in which local stress heterogeneities, perhaps caused by rupture
fronts and fault roughness, produce stress rotations that can explain the reverse polarity events, especially in
combination with heterogeneous fault strength.

Data Availability Statement
The waveform data, and catalogs used in this study are available from the Southern California Earthquake Data
Center (SCEDC, 2013). The SCEDC and Southern California Seismic Network (SCSN) are funded through U.S.
Geological Survey Grant G20AP00037 and SCEC. The COMPLOC location package is from Lin and
Shearer (2006). The GrowClust location code is from Trugman and Shearer (2017). The HASH focal mechanism
code is from Hardebeck and Shearer (2002). Matlab scripts used in calculating stresses due to a 2‐D plane strain
shear crack are provided in the supplement.
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