Rheology of the Lower Crust and Upper Mantle: Evidence from Rock Mechanics, Geodesy, and Field Observations

Roland Bürgmann¹ and Georg Dresen²

¹Department of Earth and Planetary Science, University of California, Berkeley, California 94720; email: burgmann@seismo.berkeley.edu
²GeoForschungsZentrum Potsdam, D-14473 Potsdam, Germany; email: dre@gfz-potsdam.de

Key Words
brittle-ductile transition, deformation mechanisms, postseismic relaxation, shear zones, viscosity

Abstract
Rock-mechanics experiments, geodetic observations of postloading strain transients, and micro- and macrostructural studies of exhumed ductile shear zones provide complementary views of the style and rheology of deformation deep in Earth’s crust and upper mantle. Overall, results obtained in small-scale laboratory experiments provide robust constraints on deformation mechanisms and viscosities at the natural laboratory conditions. Geodetic inferences of the viscous strength of the upper mantle are consistent with flow of mantle rocks at temperatures and water contents determined from surface heat-flow, seismic, and mantle xenolith studies. Laboratory results show that deformation mechanisms and rheology strongly vary as a function of stress, grain size, and fluids. Field studies reveal a strong tendency for deformation in the lower crust and uppermost mantle in and adjacent to fault zones to localize into systems of discrete shear zones with strongly reduced grain size and strength. Deformation mechanisms and rheology may vary over short spatial (shear zone) and temporal (earthquake cycle) scales.
**INTRODUCTION**

The deformation of rocks in response to forces in Earth’s interior is governed by rock rheology. Rheology is “the study of the flow and deformation of all forms of matter” [the term and definition were coined in 1929 by E.C. Bingham, inspired by a quote from Heraclitus, “panta rhei—everything flows” (Reiner 1964)]. As such, rheology is concerned with describing material properties through constitutive equations that relate stress and strain rate. We often use the term rheology when referring to such constitutive relations.

Knowledge of rock rheology is fundamental to understanding the evolution and dynamics of Earth and other planets. The occurrence and nature of plate tectonics are prescribed by the relative strength and mobility of lithospheric plates over weaker, underlying asthenospheric mantle and on the localization of deformation along relatively narrow plate boundary zones. Plate tectonics appears unique to Earth in our planetary system, and the expression of tectonics on other planetary bodies must be closely tied to differences in the rheology of their interiors. Since the advent of plate tectonics, we have come to realize that understanding the kinematics of moving plates is insufficient to fully describe how Earth’s lithosphere interacts with mantle convection and various driving forces. This is evident when considering the complex deformation patterns of broadly distributed plate boundary zones, which can now be mapped with great precision using space geodetic methods. Localized and often episodic deformation (the earthquake cycle) in the brittle upper crust is coupled to viscous flow in Earth’s lower crust and upper mantle. Thus, the rheology of viscously deforming rocks at depth is of fundamental importance when trying to understand the time-dependent deformation and hazard along active fault zones.

Assessing the mechanical properties of rocks for the broad range of thermodynamic boundary conditions prevalent in Earth’s interior remains a daunting task. Rock rheology varies as a function of a number of constitutive and environmental aspects, including mineralogy, fluid content and chemistry, mineral grain size, melt fraction, temperature, pressure, and differential stress conditions. The range in mineralogical and chemical composition of rocks is enormous, and our knowledge of even the most important boundary conditions, such as regional heat flow and tectonic forces, is often rudimentary. Relevant timescales range from fractions of a second during dynamic earthquake rupture to millions of years in the formation of mountain chains or sedimentary basins. Length scales pertinent to deformation processes range from crystal lattice spacing to the width of orogenic plateaus.

**Jelly Sandwich, Crème Brûlée, and Banana Split:**

A Gourmet Perspective of Lithospheric Strength

We can use a diverse menu of food analogies to describe varying views of the distribution of rheological properties and strength in Earth. Increasing pressure and temperature and the compositional layering of continental crust result in strong rheological
layering. Earth’s upper crust is thought to be in a state of frictional equilibrium with active faults limiting strength, consistent with Mohr-Coulomb theory and friction coefficients ($f$) of 0.6–1.0 as derived from laboratory experiments [often referred to as Byerlee’s law (Byerlee 1978)]. The pressure-dependent increase of the frictional strength of rocks with depth is ultimately bound by thermally activated creep processes reducing viscous strength with increasing temperature and depth (e.g., Brace & Kohlstedt 1980, Goetze & Evans 1979). Across this brittle-ductile transition, the deformation mode and dominant deformation mechanisms operating in continental rocks gradually change over a broad range of temperatures between approximately 300°C and 500°C. More mafic rock types, and generally rocks with higher melting temperatures, have higher viscosities at a given temperature. Resulting profiles for continental lithosphere constitute the now classic strength paradigm with a weak middle and lower crust sandwiched between strong upper crust and strong mantle lithosphere, appropriately dubbed the jelly sandwich model (Figure 1a). In this model, much of the long-term strength of tectonic plates lies in the lithospheric mantle.

Figure 1
Schematic view of alternative first-order models of strength through continental lithosphere. In the upper crust, frictional strength increases with pressure and depth. In the two left panels a coefficient of friction following Byerlee’s law and hydrostatic fluid pressure (ratio of pore pressure to lithostatic pressure $\lambda = 0.4$) are assumed in a strike-slip tectonic regime. In the right panel, low friction due to high pore fluid pressure ($\lambda = 0.9$) is assumed. (a) A jelly sandwich strength envelope is characterized by a weak mid-to-lower crust and a strong mantle composed dominantly of dry olivine (Hirth & Kohlstedt 2003). (b) The crème brûlée model posits that the mantle is weak (in the case shown resulting from a higher geotherm, adding water would produce a dramatic further strength reduction). The dry and brittle crust defines the strength of the lithosphere. (c) The banana split model considers the weakness of major crustal fault zones throughout the thickness of the lithosphere, caused by various strain weakening and feedback processes. Owing to small grain size in shear zones, deformation in the lower crust and upper mantle is assumed to be accommodated by linear diffusion creep (grain size of 50 μm). Strength envelopes are based on flow law parameters presented in Supplemental Table 1. For the crust, a quartz and feldspar rheology was used (Rutter & Brodie 2004a,b; Rybacki et al. 2006). We assumed a geothermal gradient corresponding to surface heat flow of 80 mW m$^{-2}$ (90 mW m$^{-2}$ for the crème brûlée model to avoid overly strong, dry lower crust) and a uniform strain rate of $10^{-14}$ s$^{-1}$.
In striking contrast to the jelly sandwich model, some researchers have suggested that the strength of continental lithosphere resides entirely in the crust and that the upper mantle is significantly weaker owing to high temperature and weakening by water (Jackson 2002) (Figure 1b). Proponents of this model, later termed the crème brûlée model by Burov & Watts (2006), also infer a close correlation between the thickness of the seismogenic layer and estimates of the elastic thickness of the continental lithosphere. However, regional estimates of continental elastic thickness from gravity data vary significantly and do not necessarily preclude a strong mantle layer (Burov & Watts 2006).

Finally, some have argued that the strength of the lithosphere is greatly reduced along plate boundaries owing to various weakening processes involving thermal, fluid, and strain-rate effects. To stay with the culinary theme, we refer to such lateral strength reduction as the banana split model (Figure 1c). Relative weakness of major fault zones may exist at all depth levels. Although a Byerlee-law strength profile in the upper crust matches observations in continental interiors (Brudy et al. 1997), stress orientations, heat flow, and seismic observations have been interpreted by some to suggest that the San Andreas transform fault in California and other mature fault zones are frictionally very weak \((f < 0.2)\) (Zoback et al. 1987). In the viscous regime, shear heating, grain-size reduction, dynamic recrystallization, chemical alterations and phase changes, and the development of rock fabrics can lead to the formation of weakened shear zones. It continues to be a question of much debate as to whether the overall style of continental deformation is governed by the properties and activity of discrete, weakened shear zones or by the bulk rheological properties of the viscously deforming lower lithosphere.

Uncertainty about the degree of localization at depth below active fault zones is also reflected in an ongoing debate of the first-order nature of earthquake-cycle deformation, with end-member models of the relevant deformation process at depth being either distributed viscous flow or frictional aseismic faulting (Thatcher 1983, Tse & Rice 1986). Ultimately, the distribution of deformation and strength in Earth’s outer layers is likely to vary with the tectonic environment, lithology, temperature, availability of fluid, and time, which all contribute to the varied cuisine of continental rheology.

Here, we focus on complementary insights gained from laboratory rock-mechanics experiments, geodetic measurements, and field studies of exhumed deep shear zones. The introduction of new laboratory and analytical techniques in the past decade yielded significant progress in establishing robust constitutive laws that describe the mechanical behavior of major silicate rocks. We complement the view from the rock-mechanics laboratory with information about rheology that can be gleaned from the natural laboratory. Geodetic studies of transient Earth deformation in response to changes in stress from large earthquakes and glacial or lake loads allow for estimates of rheological parameters of rocks at depth. Geological field studies of exhumed deformation zones provide equally important and complementary information about the makeup, environment, and constitutive properties of rocks at depth.
RHEOLOGY: CONSTITUTIVE LAWS AND FORMALISMS

The quantitative description of rheology requires constitutive equations relating stress to strain or strain rates. We can use such equations or flow laws to interpret experimental results, geodetic measurements, and field observations, and their parameters are often empirically derived from such data. Mathematical models of deformation for earthquake-cycle or geodynamic studies rely on appropriate representations of the constitutive properties provided by these equations. Here we provide a brief overview of the most important of these formalisms.

The rheology of the upper crust appears well described by linear elastic relations between stress and strain (Hooke solid, which is represented by a spring in Figure 2) at stresses lower than those required to induce brittle fracture of intact rock or frictional sliding of faults. Deformation at higher temperatures and pressures involves both elastic (at short timescales) and viscous behavior. Basic viscoelastic stress-strain relations can be represented by equations that consider various combinations of linear elastic (spring) and linear viscous (dashpot, representing a Newtonian fluid) elements (Figure 2). Two commonly utilized linear viscoelastic relations are the Maxwell and Burgers bodies (Figure 2). These relations are purely phenomenological representations and are not tied to the actual physical mechanisms accommodating plastic flow at depth. Maxwell materials have an immediate elastic response, but ultimately behave as linear Newtonian fluids. The constitutive equation for deformation of a Maxwell fluid is the sum of the viscous and elastic responses. In shear, \( \dot{\varepsilon} = \frac{\sigma}{\mu_1} + \frac{\sigma}{\eta_1} \), where \( \dot{\varepsilon} \) is engineering shear strain (twice the tensor shear strain rate); \( \sigma \) represents stress (dotted for rates); and \( \mu_1 \) and \( \eta_1 \) are the shear modulus and viscosity, respectively (Figure 2). In response to a stress step \( \sigma_0 = \mu_1 \varepsilon_0 \), the Maxwell element relaxes exponentially as \( \sigma = \mu_1 \varepsilon_0 e^{-t/\tau_1} \) with a characteristic relaxation time of \( \tau_1 = \eta_1 / \mu_1 \). The biviscous Burgers body, consisting of a Maxwell fluid and a Kelvin solid (exhibiting a viscously damped elastic response) assembled in series (Figure 2), can be used to represent material responses with more than one relaxation time, such as might be.

![Figure 2](https://www.annualreviews.org/content/36/1/535 fastball#fig2)

Viscoelastic rheologies can be graphically described by assemblies of springs and dashpots representing linear elastic (Hooke solid) and linear viscous (Newtonian fluid) elements. These elements and the equations they represent form idealized constitutive relationships that are the basis of most geodynamic, tectonic, and earthquake-cycle deformation models. Each named box represents one of the constitutive relations described in the text, which are commonly employed to represent deformation in Earth.
expected for a material with weak inclusions, transient creep, or a nonlinear flow law (Pollitz 2003). The Burgers body exhibits early Kelvin solid behavior and a long-term Maxwell-fluid response described by

\[ \eta_2 \ddot{\varepsilon} + \mu_2 \dot{\varepsilon} = \frac{\eta_1}{\eta_2} \ddot{\sigma} + \left[ 1 + \frac{\mu_1}{\mu_2} + \frac{\mu_1}{\eta_1} \right] \sigma + \frac{\mu_2}{\eta_1} \sigma, \]

where the relaxation time of the transient Kelvin response \( \tau_2 = \frac{\eta_2}{\mu_2} \) is taken to be much shorter than the steady-state relaxation time \( \tau_1 \). The time dependence of a relaxing Burgers body is well fit by a logarithmic function (Hetland & Hager 2006).

We can extend the differential equations describing these time-dependent, viscoelastic material responses to three-dimensional tensor expressions and derive solutions analytically or numerically to explore Earth deformation problems.

Higher-level constitutive relations have been empirically derived from laboratory results, informed by underlying physical principles. The plastic flow of rocks at elevated temperatures (>\(\sim\)0.5 \(T_m\), where \(T_m\) is the melting point) is made possible by the thermally activated motion of point, line, and planar mineral-lattice defects. Plastic strain is accommodated by diffusion of ions and vacancies through the crystal lattice and along grain boundaries, grain boundary sliding, and dislocation glide and climb, each of which results in different stress-strain relations. Deformation may also involve solution-precipitation processes with ions transported through a liquid phase such as melt or an H\(_2\)O-rich fluid. Steady-state deformation at constant stress may occur when the rate of recovery and recrystallization processes compensate the deformation-induced introduction of crystal defects.

The deformation mechanisms operating in a rock that determine the constitutive behavior depend on phase content, chemical composition, and various thermodynamic variables. Experimental data from a wide range of conditions are well fit with constitutive equations of the form

\[ \dot{\varepsilon} = A \sigma^n d^{-m} f_{H_2O} e^{-\frac{(Q+pV)}{RT}}, \]

where \(A\) is a material constant, \(\sigma\) is the stress, \(n\) is the (power-law) stress exponent, \(Q\) is the activation energy, \(p\) is the pressure, \(V\) is the activation volume, \(T\) is the absolute temperature, \(R\) is the molar gas constant, \(d\) is the grain size, \(m\) is the grain-size exponent, \(f_{H_2O}\) is the water fugacity, and \(r\) is the fugacity exponent. Diffusion-controlled deformation is linear in stress with \(n = 1\) (i.e., flow is linear viscous or Newtonian). Different inverse dependencies on grain size are predicted for lattice diffusion– and grain boundary diffusion–controlled creep with \(m = 2\) and \(m = 3\), respectively. Creep of fine-grained materials involves grain boundary sliding, which may be controlled by grain boundary diffusion (\(n = 1\)) or by dislocation motion (\(n = 2\)). For climb-controlled dislocation creep, deformation is commonly assumed to be grain-size insensitive (\(m = 0\)) with a stress exponent of \(n = 3–6\). We refer to materials for which strain rate is proportional to stress raised to a power \(n > 1\) as having a power-law rheology, whose effective viscosity \((\eta = \sigma/\dot{\varepsilon})\) decreases when stress increases.

We discuss rigorously determined flow-law parameters for important crustal and mantle materials in the next section and provide these parameters in Supplemental Table 1 (follow the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org).

Because the high-temperature deformation mechanisms operate in parallel, strain rates due to their respective contributions add at given stress \(k_{total} = k_1 + k_2 + \ldots\). The fastest mechanism is expected to dominate the bulk creep behavior. Thermodynamic
variables including stress and temperature and parameters such as melt content, water content, and grain size determine which mechanism dominates. For example, at low stresses, diffusion-controlled deformation is expected to dominate creep of fine-grained rocks. At elevated stresses and larger grain size, dislocation creep is more important. One can construct deformation mechanism maps that illustrate the primary mechanism and appropriate flow law as a function of these variables (Figure 3).

The recognition of such variable deformation regimes and their sensitivity to a range of variables poses a significant challenge to the extrapolation of laboratory results to Earth.

The strength of Earth’s brittle upper crust is commonly described with the empirical Byerlee’s law (Byerlee 1978). The friction coefficient $f = \sigma_s/\sigma_n$ for most rock types ranges from 0.6 to 1. Laboratory experiments show that the shear stress supported by a frictional surface is actually a (logarithmic) function of the fault slip rate and of one or more state variables characterizing the state of asperity contacts:

$$\sigma_s = \sigma_n [f_0 + a \ln(\frac{v}{v_0}) + b \ln(\frac{\theta}{\theta_0})]$$

where $\sigma_s$ and $\sigma_n$ denote shear and normal stress on a fault at failure, $f_0$ is the friction coefficient at a steady-state slip rate of $v_0$, $v$ is the frictional slip rate, $\theta$ is a state variable that evolves with time, $D_c$ is a critical slip distance, and $a$ and $b$ are empirical constants. Researchers have widely applied these empirically derived rate- and state-dependent friction laws (reviewed in Marone 1998) to describe the mechanics of faulting both at shallow levels and deep in the crust. If friction decreases with sliding velocity ($a - b < 0$, velocity weakening), a fault can undergo spontaneous rupture under appropriate conditions. A velocity-strengthening ($a - b > 0$) fault-zone rheology allows for aseismic fault slip. The finding that faults become velocity strengthening at mid-crustal temperatures suggests that the base of the seismogenic zone could represent a transition to stable sliding, rather than a transition to more distributed ductile flow (Blanpied et al. 1995, Tse & Rice 1986).

**VIEW FROM THE LAB**

Laboratory experiments probe the physical processes underlying the rheological behavior of rocks and allow us to formulate and test constitutive laws that may be extrapolated with some confidence to conditions in Earth. The extrapolation of laboratory data raises questions about the temporal and spatial scales of deformation, which differ by several orders of magnitude between laboratory and nature. For example, typical strain rates of $10^{-4}$ to $10^{-6}$ s$^{-1}$ achieved in high-temperature deformation experiments on centimeter-sized specimens compare with strain-rate estimates of $10^{-9}$ to $10^{-13}$ s$^{-1}$ in natural shear zones. Differences in stress, strain rate, finite strain, structural evolution, and thermodynamic conditions (pressure, temperature, fluid fugacity) affect extrapolation of flow laws derived from laboratory experiments. Consequently, predictions of the mechanical behavior and microstructural response at geological conditions have to be tested by geological and geophysical field data, which is the subject of the following two sections.

In recent years, significant progress in experimental work has been achieved by the now common strategy of fabricating synthetic rocks that allow for control of
important parameters such as grain size, water and impurity content, melt fraction, and mineral phase content. Aided by a new generation of high-temperature deformation apparatuses (Paterson-type) with much improved stress resolution and the capability to achieve large strains, researchers can now constrain a broader range of deformation mechanisms operating in silicates and more precise flow-law parameters.
in the laboratory. Here, we briefly review the results of recent laboratory analyses of the rheological behavior of materials that may be considered representative of the lower crust and upper mantle, and for which constitutive equations exist that describe flow in the diffusion and dislocation creep fields. These studies followed similar experimental strategies, facilitating a direct comparison of the rheological behavior. Most experiments used similar high-resolution gas deformation apparatuses under well-defined thermodynamic conditions and include detailed characterization of the starting materials with regard to grain size, water, and melt content.

**Dunites**

The upper mantle consists predominantly of olivine (>60%) and pyroxene. Garnet, spinel, and (at shallow depth) plagioclase are minor phases. This suggests that deformation of the upper mantle is largely controlled by olivine. Extrapolation of laboratory data to geological deformation rates indicates that fine-grained (<50 μm) olivine aggregates (dunites) are predicted to deform dominantly by linear viscous creep with a stress exponent of $n \approx 1$ (Figure 3). The inverse dependence of creep rate on grain size was determined with a grain-size exponent of $m \approx 3$, indicating that creep is controlled by grain boundary diffusion. Diffusion creep is rate limited by the slowest diffusing ionic species along its fastest path. Recent results indicate that diffusion of silicon is rate-limiting diffusion creep of olivine at anhydrous and hydrous conditions (Hirth & Kohlstedt 2003, Mei & Kohlstedt 2000a).

With increasing differential stress (difference of maximum and minimum principal stress components), the dislocation creep of olivine aggregates becomes dominant at dry and wet experimental conditions. Several studies estimated a stress exponent of $n \approx 3$, irrespective of water content. By reanalyzing the data from Mei & Kohlstedt (2000b) and earlier studies, Hirth & Kohlstedt (2003) suggested a stress exponent of $n = 3.5 \pm 0.5$ for the dislocation creep of olivine rocks at hydrous and anhydrous conditions. Activation energies for dislocation creep found for both hydrous and anhydrous conditions (Supplemental Table 1) are in close agreement with $Q = 529 \text{kJ mol}^{-1}$ estimated from silicon-diffusion experiments in olivine (Dohmen et al. 2002). This suggests that high-temperature dislocation creep of olivine is controlled by dislocation climb and is rate limited by diffusion of silicon (Kohlstedt 2007).

Simple-shear experiments performed in the dislocation creep regime reveal the importance of dynamic recrystallization and grain refinement in accommodating high strain in olivine aggregates. These experiments found that the evolution of a pronounced crystallographic texture reproduced deformation-induced lattice-preferred orientation observed in nature (Zhang & Karato 1995). Dynamic recrystallization and grain-size reduction were associated with a moderate weakening of up to 20%. Deformation textures continuously evolve up to shear strains of approximately five (Bystricky et al. 2000). This strain weakening adds to the uncertainties involved in extrapolating laboratory data from low-strain experiments to natural conditions.

For small grain size, relatively low temperatures, and elevated stresses, a grain-boundary-sliding regime is indicated at the transition between the diffusion and
dislocation creep fields for olivine deformed at anhydrous conditions (Hirth & Kohlstedt 2003). However, identification of grain boundary sliding as a dominant mechanism from mechanical data and microstructural observations remains difficult and is largely based on indirect evidence (Drury 2005).

Pressures in the upper mantle exceed those typically achieved in high-temperature deformation experiments by at least one order of magnitude. The effect of pressure on high-temperature creep depends on the rate-limiting diffusion and dislocation mechanisms. In the power-law equation, the pressure dependence is represented by an activation volume $V$, which is difficult to measure experimentally because of limitations related to pressure range and stress resolution in gas and solid medium apparatuses. Hence, estimates of the activation volume for creep are scarce.

**Pyroxenites**

Pyroxenes are major mineral constituents of lower-crustal granulites and upper-mantle peridotites, coexisting with the feldspar and olivine matrix phases, respectively. Constitutive equations now exist for calcium- and sodium-bearing clinopyroxenes such as diopside, omphacite, and jadeite (Supplemental Table 1). We focus on the constitutive behavior of diopside rocks for which data are available covering the diffusion and dislocation creep fields at hydrous and anhydrous conditions. Linear viscous creep dominated the mechanical behavior of diopside rocks at wet and dry conditions for stresses $<200–300$ MPa. The stress exponent $n \approx 1$ and grain-size exponent $m \approx 3$ indicate that creep at these conditions is dominantly controlled by grain boundary diffusion.

For fine-grained samples with a grain size of $<40 \mu m$, the transition from linear-viscous to power-law creep occurred at approximately 200–350 MPa differential stress. Investigators observed stress exponents between $n = 2.7 \pm 3$ and $n = 5.5$ in experiments on diopside samples performed at high stresses in the dislocation creep regime. A comparison of experiments performed on similar coarse-grained ($>300 \mu m$) natural samples reveals a substantial reduction of the stress exponent from $n = 4.7 \pm 0.2$ observed at dry conditions (Bystricky & Mackwell 2001) to $n = 2.7 \pm 0.3$ at wet conditions (Chen et al. 2006). In contrast to olivine rocks, activation energies for the high-temperature creep of pyroxenites are substantially lower at hydrous conditions. The effective viscosity of fine-grained samples deformed at anhydrous conditions is approximately one order of magnitude lower than that of coarse-grained samples from the same material (Bystricky & Mackwell 2001). The observed grain-size dependence in the dislocation creep regime may result from an increasing contribution of grain boundary sliding with decreasing grain size. The effect may be less pronounced at hydrous conditions, at which climb-controlled creep is more effective in diopside (Chen et al. 2006).

**Anorthosites**

Feldspar is the most abundant mineral phase in Earth’s crust, contributing an average of approximately 60 wt% to igneous and metamorphic granitoids and gabbroic rocks.
The viscosity of the lower crust is thus largely determined by feldspar-dominated or at least feldspar-bearing rocks. In the past, studies of creep mechanisms operating in feldspar have largely focused on the analysis of experimentally produced deformation microstructures, which may be used to infer deformation mechanisms from field observations (Tullis 2002). Constitutive equations for synthetic anorthosites covering a broad range of thermodynamic conditions have been determined, but are still few (Rybacki & Dresen 2000, Rybacki et al. 2006).

At stresses below $\leq 200$ MPa for wet samples and $\leq 100$ MPa for dry specimens, diffusion-controlled creep is dominant at laboratory conditions, suggesting that the transition stress between dominant deformation mechanisms is affected by water content. Stress exponents of $n \approx 1.0$ and grain-size exponents of $m \approx 3$ indicate grain boundary diffusion controlled creep. Data also exist for diffusion creep of labradorite rocks deformed at hydrous conditions. Strength, stress exponent, and activation energy are similar within experimental error, suggesting that the viscosity of plagioclase rocks is not significantly affected by chemical composition (Dimanov et al. 2000). Experiments performed on feldspar rocks to large strain in torsion in the diffusion creep regime reveal an evolution of the microstructure, including creep damage and formation of a pronounced shape- and lattice-preferred orientation (Gomez-Barreiro et al. 2007). This texture evolution is possibly related to dislocation activity associated with grain boundary sliding, but this remains to be explored further.

Feldspar rocks deformed in the dislocation creep regime yield stress exponents of $n = 3$ irrespective of water content. As found in the diffusion creep regime, activation energies estimated under hydrous conditions are significantly lower than those obtained with dry samples (Rybacki & Dresen 2000). Deformation microstructures indicate dislocation glide, grain boundary migration, and recrystallization, but dislocation climb becomes important only at the highest experimental temperatures.

Quartzites

Numerous studies over the past 40 years have investigated the mechanical behavior of quartzites. However, high-resolution mechanical data from experiments performed in a gas apparatus under well-defined thermodynamic conditions are only now becoming available. Paterson (1989) pointed out the difficulty of equilibrating water-related point defect concentration with the environment at laboratory timescales. Consequently, recent studies of the deformation behavior of quartzites have focused on fully synthetic materials prepared with a sol-gel technique and the fabrication of very fine-grained rocks ($<25\ \mu m$) from natural quartz powders hot pressed in the presence of water (Luan & Paterson 1992; Rutter & Brodie 2004a,b) (Supplemental Table 1).

Currently a single study is available that provides data for a diffusion creep flow law at hydrous conditions, determining a stress exponent of $n = 1 \pm 0.1$ and an activation energy of $220 \pm 55\ \text{kJ mol}^{-1}$ (Rutter & Brodie 2004a). Interestingly, a grain-size exponent $m = 2.0 \pm 0.8$ was estimated, indicating that the creep rate is controlled by volume diffusion (Nabarro-Herring creep). When extrapolated to geological
conditions, the suggested flow law predicts viscosities that are substantially higher than those for quartz dislocation creep. Diffusion creep would only dominate at temperatures greater than 520°C, which appears to be at odds with geological evidence for linear viscous creep of fine-grained quartz mylonites observed at greenschist facies conditions (Behrmann 1985).

In the dislocation creep regime, Luan & Paterson (1992) determined stress exponents of $n = 2.3 \pm 0.3$ to $4.0 \pm 0.8$ depending on the starting material, and the corresponding activation energies are $Q = 148 \pm 46$ kJ mol$^{-1}$ and $Q = 152 \pm 71$ kJ mol$^{-1}$. For specimens yielding a lower stress exponent, the authors inferred that grain boundary sliding substantially contributed to plastic flow. The activation energies and values found by Hirth et al. (2001) are also significantly lower than those estimated by Rutter & Brodie (2004b) (Supplemental Table 1). When extrapolated to geological conditions, recent quartzite flow laws, including solid medium data from Gleason & Tullis (1995), are bracketed by those of Rutter & Brodie (2004b) and Hirth et al. (2001), which all rapidly converge for stresses less than 50 MPa and temperatures of 450°C–500°C prevailing in the middle to lower crust.

Deformation Mechanisms Maps and Flow Laws

The mechanical behavior of dunites, pyroxenites, anorthosites, and quartzites for a range of conditions is depicted in the deformation mechanism maps in Figure 3. These maps can be presented in stress–grain size space and display laboratory data extrapolated to strain rates of $10^{-12}$ s$^{-1}$. The pyroxenite map is based on data from Dimanov & Dresen (2005), which gives somewhat higher viscosities at geological conditions compared with other studies (Supplemental Table 1). The choice is motivated by the observation that pyroxenes often form relatively strong porphyroclasts in feldspar- and olivine-dominated mylonites. The laboratory data presented in Supplemental Table 1 and Figures 1 and 3 deserve some additional comments.

First, silicate rocks deformed under hydrous conditions are significantly weaker than at anhydrous conditions. When the data are extrapolated to geological strain rates, the difference in strength and viscosity between wet and dry rocks may be as high as four orders of magnitude, depending on the temperature and deformation mechanism. The effect is commonly observed when only trace amounts of H$_2$O (for feldspar, approximately 0.02–0.5 wt% H$_2$O) are present in nominally anhydrous silicates as structurally bound point defects (structural hydroxyl) or dispersed fluid inclusions in grains or grain boundaries. Hydrolytic weakening was first detected for quartz by Griggs & Blacic (1965). Since then, investigators have suggested that the hydrolysis of Si-O-Si bonds and/or water-related changes of the point defect concentration in silicates may cause the observed weakening (Kohlstedt 2007). However, for most silicates except possibly for olivine, the understanding of the water-weakening mechanism is still limited.

We primarily present strength profiles and deformation mechanism maps for extrapolated data from rocks deformed under hydrous conditions. Several arguments suggest that anhydrous conditions on the level of water trace contents are likely the
exception in tectonically active areas. For example, deep-seated shear zones are frequently found to channel fluids, suggesting that hydrous conditions apply. Existing field estimates for the onset temperature of crystal plastic deformation (Pryer 1993, Voll 1976) are in agreement with extrapolated experimental data for quartzites and anorthosites deformed under hydrous conditions, but not with data from dry rocks. Whereas structurally bound defect concentrations of natural crustal and mantle rocks vary widely, hydroxyl concentrations up to 0.05 wt% $H_2O$ are considered typical in feldspar (Johnson 2006). For crustal and mantle-derived pyroxenes, concentrations up to 0.05 and 0.1 wt% $H_2O$ have been observed, respectively (Johnson 2006, Skogby 2006). These numbers are well in the range of water concentrations of rocks deformed experimentally under hydrous conditions.

Second, the deformation of lower-crustal and upper-mantle rocks may involve varying amounts of partial melt. The presence of a melt phase affects the viscosity of rocks in several ways (Renner et al. 2000). As a fluid, melt potentially reduces the effective confining pressure. A partial melt acts as a fast diffusion pathway in the grain matrix and locally enhances grain boundary sliding. These effects are well investigated for dunites and depend on the melt topology, which in turn is controlled by melt chemistry and the (anisotropic) solid-melt interfacial energies. A few recent investigations exist on partially molten granitic rocks and anorthosites (Dimanov et al. 2000, Rutter et al. 2006). For dunites with melt content up to 25% (Kohlstedt 2007), viscosity reduction for rocks deforming in diffusion and dislocation creep is well captured by an empirical relation of the form $\dot{\varepsilon}(\phi)/\dot{\varepsilon}(0) = \exp(\alpha \phi)$, where $\phi$ is the melt content and $\alpha$ is a constant varying between approximately 25 and 45 (e.g., Hirth & Kohlstedt 2003). For a melt content of 20%, a strain-rate enhancement of approximately two orders of magnitude is observed for dunites. At melt fractions beyond approximately 30%, the mechanical behavior may change from a framework-supported solid matrix to a particle-containing suspension. However, the critical melt fraction at which the matrix viscosity drops by orders of magnitude may be lower if large fractions of the grain boundaries are wetted by melt films. For example, in anorthosites, Dimanov et al. (2000) found that minor melt fractions of $\leq 3\%$ forming grain boundary films reduced the viscosity by approximately 10 times. Field evidence indicates that some shear zones in high-temperature crustal and mantle rocks contain at least traces of melt, which probably lead to a much reduced strength compared to that of melt-free rocks (Figure 1).

Finally, experimental studies of polyphase rocks are still few. Most studies focus on mechanical interaction between two phases with different end-member viscosities. It is mostly found that the strength of synthetic polyphase rocks is bound by the strength of the respective end members. One may model the variation of strength as a function of phase content using empirical or continuum models (Dimanov & Dresen 2005, Tullis et al. 1991). However, viscosity may also be reduced by chemical reactions between minerals that result in reaction products with a grain size much finer than the reactants (de Ronde et al. 2005). In addition, second phase minerals, pores, and chemical impurities stabilize a fine grain size and indirectly promote linear viscous creep and softening of the rock (Herwegh et al. 2003).
VIEW FROM OUTER SPACE

Time-dependent deformation following a natural loading event (such as a large earthquake, the emplacement of a volcanic dike, the filling or draining of a lake, and the advance or withdrawal of a glacier) reflects the response of the structures and materials of the crust and upper mantle to rapid stress changes. Precise measurements and modeling of surface deformation, which results from relaxation of static stress changes by such loading events, allow us to probe the rheology of rocks deep in Earth. These events provide the opportunity to conduct giant rock-mechanics experiments in a natural laboratory of lithospheric dimensions.

During the past decade, great advances have been made in efforts to observe and explain transient postloading deformation thanks to much improved geodetic measurements and advances in deformation modeling software and computational hardware. Advances in geodetic techniques, especially the increased precision and spatial and temporal coverage of Global Positioning System (GPS) measurements (Segall & Davis 1997) and of Interferometric Synthetic Aperture Radar (InSAR) range-change data (Bürgmann et al. 2000), have led to vast improvements in our ability to detect and monitor time-dependent surface motions that reveal transient deformation processes at depth. Here we focus on recent progress made in inferences on lower-crustal and upper-mantle viscous rheology from geodetic measurements of postloading deformation. We provide an integrated view of studies ranging from explorations of rapid transients following historic large earthquakes to isostatic rebound of formerly glaciated regions that has been ongoing through the Holocene. Supplemental Table 2 summarizes viscosity estimates from a number of studies.

Postseismic Deformation

The great 1906 San Francisco earthquake on the northern San Andreas Fault initiated not only the modern age of earthquake science, but also the use of geodesy to infer rheology at depth. Geodetic observations of deformation associated with the event led to the recognition of elastic rebound and the earthquake cycle (Reid 1910). Continued triangulation measurements in the decades following the earthquake revealed that postseismic accelerated deformation plays an important role (Thatcher 1983). Despite their relatively poor precision, the post-1906 deformation measurements have proven to be of great value in recent modeling studies attempting to elucidate the constitutive properties of the lithosphere. Kenner & Segall (2003) conclude that 90 years of post-1906 deformation data are best explained by models that incorporate weak vertical shear zones in the crust beneath major faults, as well as relaxation of a deep lower-crustal or mantle layer with effective viscosities of \( \geq 9.5 \times 10^{19} \) Pa s.

A fundamental challenge to the use of postseismic deformation studies for improved understanding of rock rheology lies in the multitude of relaxation processes that follow earthquakes. Vigorous debate persists about what processes are responsible for the transient deformation, where the deformation occurs, and what the appropriate model representations of the candidate processes are. Models of distributed viscous shear and localized aseismic slip at depth can be parameterized to produce the same pattern of postseismic surface deformation for a two-dimensional, infinitely...
long, strike-slip earthquake rupture. However, the resolution of the distribution of deep relaxation is not as ambiguous when considering three-dimensional postseismic deformation in a well-distributed network surrounding strike-slip ruptures with finite length (Hearn 2003).

The wide range of model interpretations of the crustal deformation following the 1992 $M_w = 7.4$ Landers and 1999 $M_w = 7.1$ Hector Mine earthquakes in the Mojave Desert of California illustrates the challenges and promises of postseismic studies to elucidate information about rheology at depth from geodetic measurements. Among the studies of the postseismic deformation following these events, some inferred primarily deep aseismic afterslip (Owen et al. 2002, Savage & Svarc 1997), whereas others considered only viscoelastic relaxation in the lower crust (Deng et al. 1998), a combination of poroelastic rebound and crustal afterslip (Fialko 2004, Peltzer et al. 1996), or poroelastic rebound and viscoelastic relaxation in the lower crust (Masterlark & Wang 2002). Pollitz et al. (2000, 2001) and Freed & Bürgmann (2004) found that the distribution of vertical and horizontal surface motions requires that the initial relaxation of the elastic earthquake stress primarily occurred in the upper mantle. Furthermore, Freed et al. (2007) identified deformation transients in continuous GPS time series at distances greater than 200 km from the Mojave earthquakes as strong evidence for a dominant contribution of broadly distributed mantle relaxation below a depth of 40 km. Poroelastic rebound and other crustal processes contribute to the near-field motions following the earthquakes; however, much of the time-dependent deformation following both Mojave Desert earthquakes results from flow in the mantle, below a stronger (i.e., relatively mafic, cold, and/or dry lithology) lower crust and ~10-km-thin lithospheric mantle lid. Owing to data limitations and inherent trade-offs between contributions from various relaxation processes to the surface displacement field, it continues to be difficult to ascertain if lower-crustal deformation under the Mojave Desert faults is by distributed flow of a high-viscosity crust, by more localized ductile shear, or by frictional afterslip.

The rapid decay of the post-Landers and post–Hector Mine deformation transients is not consistent with the temporal evolution of deformation predicted by simple, linear flow models. Pollitz et al. (2001) suggested a time-dependent rheology in the upper mantle as a possible source of much reduced initial viscosities inferred for data obtained during the first year after the Hector Mine earthquake compared to values found from 1 to 3 years of deformation after Landers (Pollitz et al. 2000). The finding that inferred linear viscosities increase with time led Freed & Bürgmann (2004) to explore if elastic stress perturbations associated with the Mojave earthquakes are dissipated dominantly by power-law creep. They were able to fit the spatial and temporal patterns in the GPS data following both earthquakes with a model that relied on a mantle with experimentally determined flow-law parameters of wet olivine (Hirth & Kohlstedt 2003) and a geothermal gradient consistent with the upper range indicated by surface heat-flow measurements. Alternatively, Pollitz (2003) used the biviscous Burgers rheology (Figure 2) to model the rapid early deformation, which may reflect either power-law behavior or a weak, early transient rheology. Perfettini & Avouac (2007) matched the temporal evolution of 10 near-field, post-Landers GPS time series with a velocity-strengthening parameterization of a lower-crustal fault
zone, but did not take the contribution of deeper flow to this deformation explicitly into account.

The postseismic deformation following the 2002 $M_w = 7.9$ Denali fault earthquake in Alaska also suggests relaxation of the coseismic elastic stress field by a weak mantle below a relatively strong lower crust and uppermost mantle layer (Freed et al. 2006b), as well as a time-dependent rheology of the relaxing mantle (Freed et al. 2006a, Pollitz 2005). Freed et al. (2006b) found that best-fit effective mantle viscosities rapidly decrease from $10^{19}$ Pa s at the Moho at 50-km depth to $2-4 \times 10^{18}$ Pa s at 100-km depth. A follow-up study (Freed et al. 2006a) suggests that rapidly decaying, far-field GPS time series reflect a stress-dependent mantle viscoelastic rheology (Figure 4). A power-law rheology, relying on experimentally derived parameters from Hirth & Kohlstedt (2003) and Rybacki & Dresen (2000), provides decay rates in agreement with observations. Lower-crustal relaxation contributes to the post-Denali deformation, but Freed et al. (2006b) could not uniquely determine if this relaxation came from a viscous ($>1 \times 10^{19}$ Pa s) layer or a localized shear zone. They favored localized shear owing to the observation of seismic velocity discontinuities across the fault down to a depth of $\sim 60$ km.

Studies of postseismic deformation following a number of other recent strike-slip earthquakes show that deep rheology differs depending on the local lithospheric structure and tectonics. Early postseismic transients following the $M_w = 7.4$ 1999 Izmit earthquake are more consistent with localized velocity-strengthening afterslip on the downdip extension of the coseismic rupture than with distributed flow (Hearn et al. 2002), but the continuing deformation transients in subsequent years suggest contributions from viscous flow in the lower crust and/or upper mantle (E.H. Hearn, S. Ergintav, R.E. Reilinger, and S. McClusky, manuscript in preparation). The $M_w = 7.6$ 1997 Manyi earthquake in Tibet, which ruptured the top $\sim 20$ km of the thickest section of continental crust on Earth ($\sim 70$ km), was followed by transient deformation consistent with viscous relaxation of the lower crust with effective viscosities averaging $4 \times 10^{18}$ Pa s. InSAR time series show that the effective viscosity increases over the 4-year observation, thus indicating stress-dependent viscous strength (Ryder et al. 2007). However, the InSAR range-change data can also be reproduced with a kinematic model of lower-crustal afterslip. Contributions from mantle flow below the $\sim 70$-km-thick Tibetan crust cannot be resolved by the InSAR data.

The discrimination of discrete afterslip versus distributed viscous flow is easier for earthquakes with a significant dip-slip component. For example, broad postseismic uplift following the 1959 $M_w = 7.3$ Hebken Lake normal-faulting earthquake in the northern Basin and Range province is consistent with a model of viscous relaxation of a low-viscosity ($4 \times 10^{18}$ Pa s) mantle below a 38-km-thick plate (Nishimura & Thatcher 2003). The data provide a lower-bound viscosity of $10^{20}$ Pa s for the lower crust. The observed uplift pattern rules out significant deep afterslip on or below the rupture, providing a more unique determination of the crustal source process than the strike-slip events discussed above. In contrast, the first 15 months of deformation following the $M_w = 7.8$ Chi-Chi thrust earthquake in Taiwan appear strongly dominated by afterslip, primarily on a décollement downdip of the coseismic rupture (Hsu et al. 2007).
Figure 4

(a) Observed and modeled cumulative surface displacements during 3 years following the 2002 Denali earthquake. The epicenter of the earthquake is shown by a star and the dotted line indicates the surface rupture. The modeled displacements are based on a power-law model with an exponent of $n = 3.5$ in both the crust and upper mantle, which produced an optimal fit to the GPS time series, two of which are shown in panel b. The comparison of observed GPS position time series and displacements calculated by best-fit Newtonian ($n = 1$) and power-law models ($n = 3.5$) for two far-field stations shows that the rapid temporal decay cannot be matched by linear relaxation models. Annual, semiannual, and secular components have been removed from the observed time series. Power-law flow in the lower crust and upper mantle is sufficient to explain far-field displacements, whereas the addition of shallow afterslip and poroelastic rebound is required to explain near-field displacements. (c) Calculated effective viscosity from the power-law relaxation model along a cross section through the Denali fault as a function of time with respect to the Denali earthquake (modified from Freed et al. 2006a).
The duration and spatial extent of postseismic deformation scale with the size of the earthquake source. Thus, great subduction earthquakes produce the most enduring and far-reaching deformation transients from viscous relaxation in the upper mantle. Recently collected GPS data indicate that even four decades after the great $M_w = 9.3$ 1964 Alaska and $M_w = 9.5$ 1960 Chile megathrust ruptures, deformation rates are strongly perturbed landward of the rupture zones (Khazaradze & Klotz 2003, Zweck et al. 2002). Wang’s (2007) review of viscous strength estimates for the upper mantle in the hanging wall of these and other subduction thrust earthquakes gives averages around $10^{19}$ Pa s. The 2004 $M_w = 9.2$ Sumatra-Andaman earthquake is the first $M > 9$ event to occur in the age of space geodesy, and monitoring of the postseismic deformation is beginning to reveal important information on mantle rheology in the region (Pollitz et al. 2006). Observed GPS time series from regional sites (mostly in Thailand and Indonesia), beginning in December 2004, compare well with models assuming a biviscous (Burgers body) mantle rheology. This model infers a transient viscosity of $5 \times 10^{17}$ Pa s and a steady-state viscosity of $1 \times 10^{19}$ Pa s, which dominate the early and late phase of the relaxation process in the backarc region of the Sumatra-Andaman events, respectively. As is the case with continental earthquakes, it is important to diagnose and separate substantial contributions to the measured surface motions from other processes, such as afterslip at seismogenic and greater depths.

We can draw several conclusions from the aggregate of postseismic studies. First, the mantle asthenosphere underlying several backarc and former backarc regions is visously weak below 40-to-60-km thick crustal and uppermost-mantle layers. Second, the upper mantle in these tectonically active regions is approximately an order of magnitude weaker than the lower crust in the areas in which viscosity estimates exist for both. Third, the temporal evolution of postseismic relaxation in the uppermost mantle suggests time- and possibly stress-dependent viscous strength. Finally, postseismic stress relief in the lower-crustal downdip of a rupture may occur on localized, weakened shear zones and/or by more distributed flow.

**Nontectonic Loading Events**

Large earthquakes represent sudden, well-constrained stress-change events in Earth, but they occur along active fault zones and probe what might be anomalous lithospheric structure and rheology at depth (i.e., the ice cream in the banana split). Nontectonic loading events by lakes and glaciers offer the advantage of often examining rheology away from active faults, and challenges related to the trade-off between transient deep afterslip versus distributed viscous relaxation should be absent. Here, we consider relatively recent loading events from filling and fluctuations of manmade reservoirs and retreats of glaciers during the past few centuries, as well as effects from long-term fluctuations of large inland lake levels and continental ice sheets accompanying Holocene climate change.

Historic and more ancient changes in lake levels result in significant elastic stress fields that produce viscous flow at depth. Kaufmann & Amelung (2000) relied on 1932–1950 leveling measurements that document subsidence of approximately 0.2 m
following the filling of the Lake Mead reservoir in the southern Basin and Range province. Modeling the observed deformation as the response of a three-layer system, they found an upper-mantle viscosity on the order of $10^{18}$ Pa s and a lower-crustal viscosity of $4 \times 10^{19}$ Pa s or more. Isostatic rebound of late-Pleistocene shorelines of paleolakes in the eastern (Lake Bonneville) and western (Lake Lahontan) Basin and Range province provides further constraints on mantle rheology underlying this region. Bills et al. (1994, 2007) modeled the uplift pattern of dated paleoshorelines and found that both regions appear to be underlain by low-viscosity mantle ($<10^{18}$ Pa s) between approximately 40 and 160 km, with slightly higher values inferred below 160 km. The long wavelength of the lake loads and observed rebound pattern make a reliable determination of lower-crustal flow strength difficult (B.G. Bills, personal communication).

Deformation following the retreat of glaciers during the past few centuries represents another opportunity to determine the mechanical properties of the underlying crust and mantle. In Iceland, the volume loss of the Vatnajökull ice cap since $\sim 1890$ results in active rebound rates up to 25 mm year$^{-1}$. Pagli et al. (2007) used 1996–2004 GPS velocities to infer a viscosity of $4-10 \times 10^{18}$ Pa s under a 10-to-20-km-thick elastic lid. In the Glacier Bay region of southeastern Alaska, Larsen et al. (2005) studied uplift in response to glacial retreat since $\sim 1770$ ad. The GPS-measured active deformation, with uplift rates as fast as 35 mm year$^{-1}$, together with tide gauge and shoreline data suggest an asthenosphere viscosity of $3.7 \times 10^{18}$ Pa s in the upper mantle below a 60–70-km-thick lithosphere, consistent with results from the previously discussed post–Denali fault earthquake studies (Freed et al. 2006b).

Studies of surface deformation from ice-age glacial unloading cycles are at the far end of the spectrum in terms of the magnitude and spatial extent of the loading source and the duration and depth extent of viscous relaxation processes. Even thousands of years past the retreat of the Late Pleistocene glacial ice sheets over Scandinavia and North America, surface deformation in these regions is dominated by rapid uplift (up to $\sim 10$ mm year$^{-1}$), consistent with flow in the mantle toward the rebounding regions. Owing to the large wavelength of the ice load, the pattern of glacial isostatic adjustment provides information primarily about the viscosity structure deeper in the upper mantle and with limited vertical resolution. Active uplift in these regions has been known for some time and provided the first direct evidence of viscous mantle deformation (Haskell 1935).

Information about both horizontal and vertical motions from GPS measurements further improves the model resolution of the viscosity structure of Earth (Milne et al. 2001, Sella et al. 2007). Relying on a dense, three-dimensional GPS velocity field across Fennoscandia, Milne et al. (2001) estimated upper-mantle viscosities of $5-10 \times 10^{20}$ Pa s below a 90–170-km-thick elastic lithosphere (Figure 5). New space-based measurements of temporal changes in the gravity field over North America, with data from the GRACE (Gravity Recovery and Climate Experiment) satellite mission, complement studies relying on Earth-bound geodetic and geologic data (Tamisiea et al. 2007). The rate of gravity change during 2002–2006 is best fit by an upper-mantle viscosity of $8 \times 10^{20}$ Pa s, underlying a 120-km-thick elastic lithosphere, consistent with earlier estimates. Recent studies begin to focus on the importance of lateral
Figure 5

(a) Maps of present-day horizontal velocities and uplift rates in Fennoscandia. The vertical rate contours are constructed by fitting a polynomial function to rates obtained by GPS measurements. (b) The $\chi^2$ misfit per degree of freedom between the three-dimensional GPS velocities and numerical glacial isostatic adjustment predictions. Misfit is shown as a function of $\eta$ upper-mantle ($\eta_{um}$, above 670 km) and lower-mantle ($\eta_{lm}$) viscosities. The lithospheric thickness of Earth models was fixed to 120 km. Figure modified from Milne et al. 2001.
variations of lithosphere thickness and mantle structure in areas undergoing glacial isostatic adjustment, which one should account for when interpreting the increasingly detailed deformation measurements (Paulson et al. 2005, Wu 2005). Integration of paleo-sea level time series with the geodetically measured surface velocity field also allows for exploration of mantle power-law parameters (Wu 2002). Although there are important trade-offs between model parameters in glacial rebound studies, estimates of mantle viscosities underlying ~100-km-thick cratonic lithosphere within continental shield interiors lie in the range of 5–10 × 10^{20} Pa s.

Holocene uplift patterns from glacial rebound over tectonically active regions, such as the northern Cascadia subduction zone and Iceland, suggest significantly lower effective mantle viscosities under thinner lithospheric lids than those found for cratonic shield regions. Modeling of shoreline tilts of proglacial lakes and rapid sea-level fall in southwestern British Columbia and Puget Sound following the retreat of the Cordilleran ice sheet suggests upper-mantle viscosities of 5–50 × 10^{18} Pa s (James et al. 2000). This is in the range of estimates from models of Cascadia subduction-related deformation (Wang 2007) and various postseismic and recent lake-unloading studies in western North America (Supplemental Table 2). Holocene rebound of Iceland, located above a rising plume along the mid-Atlantic ridge, apparently completed in only ~1000 years in coastal areas and suggests a viscosity of less than 10^{19} Pa s (Sigmundsson 1991), again in the range of estimates from the more recent deformation events described above.

**VIEW FROM THE FIELD**

Current conceptual models of faults below the brittle regime are largely based on a synthesis of geological field studies, geophysical observations, and theoretical reasoning. Geophysical imaging provides some constraints on the deep architecture of fault zones. Geologic field studies reveal crucial information about the geometry of shear zones, processes governing shear zone nucleation and structural evolution, and the dominant physical mechanisms operating over a broad range of thermodynamic conditions and timescales. Field observations also reveal vertical gradients in rheology related to changes in material, fluid content, temperature, and pressure. Comparing shear zone microstructures with their experimental counterparts investigated in the laboratory helps identify deformation mechanisms that operate in Earth and determine large-scale fault dynamics. We focus on field studies of deep fault zones rather than of deformation below mostly undeformed crustal blocks.

**Depth Extent of Fault Zones: Geophysical Imaging**

The depth extent of large faults below the seismogenic zone and into the lower crust and upper mantle remains contentious. Deep sections of currently active faults are notoriously difficult to image using geophysical methods such as seismic or magnetotelluric measurements, and spatial resolution of available imaging techniques is severely limited at greater depths. Some geophysical studies of major strike-slip faults, such as the San Andreas Fault system and the Dead Sea transform, provide
Seismic anisotropy: anisotropy of shear wave velocities resulting from preferred crystallographic orientations and thus strain in rocks at depth


The reach of well-defined fault zones into the mantle lithosphere is even less well resolved. Wittlinger et al. (1998) used tomographic imaging to argue for a ∼40-km-wide mantle shear zone below the Altyn Tagh Fault in Tibet down to a >150-km depth, a zone that is also found to have increased and reoriented seismic anisotropy. However, significant seismic anisotropy is also found below seismic stations located in the interior of tectonic blocks in Tibet, away from the major faults, suggesting that mantle shear is distributed and not restricted to block-bounding fault zones (e.g., Sol et al. 2007). Based on the >300-km width of a zone displaying strong seismic anisotropy below the Alpine fault in New Zealand, Molnar et al. (1999) argue that mantle lithosphere beneath continental fault zones deforms by homogeneous shearing. In addition to providing information on the distribution of strain, the existence of a preferred lattice orientation in the upper ∼200 km of the mantle also suggests that deformation to that depth likely occurs primarily by dislocation creep (Karato et al. 2008).

Micro- and Macrostructures of Exhumed Fault Zones

The application of laboratory-derived flow laws to processes occurring in Earth at much slower strain rates and lower stresses and/or temperatures relies in part on comparisons of microstructures observed in experimentally deformed samples with those in naturally deformed rocks. Microstructural studies of naturally deformed rocks allow the identification of dislocation creep and recrystallization mechanisms accommodating crystal plastic deformation (Tullis 2002). Criteria commonly considered diagnostic for grains-size-sensitive flow include a small grain size, equiaxial grains, homogeneously dispersed mineral phases, low dislocation densities, and a randomized weak or absent lattice-preferred orientation in high-strain rocks. However, recent experimental studies on feldspar aggregates clearly show that dislocation activity, recrystallization, and preferred orientation can develop in materials deforming to large strain under grain-size-sensitive flow (Dimanov et al. 2007, Gomez-Barreiro et al. 2007). This complicates a microstructure-based identification of the dominant deformation mechanism and inferences on the prevailing rheological behavior within shear zones.

A recurring observation from microstructural investigations is a significant reduction of grain size toward high shear strains (>1–10) resulting in intercalated fine-grained (<100-μm) ultramylonite layers. Processes leading to significant grain-size reduction of the host rock at the tip of propagating shear zones include dynamic recrystallization, cataclasis, and mineral reactions that produce fine-grained and weaker reaction products. In polycrystalline materials, mineral phases are relatively homogeneously dispersed or form grain-scale layers related to the destruction of porphyroclasts. Coexistence of high shear strain and small grain size in ultramylonites is often
rationalized with grain-size-sensitive creep controlled by grain boundary diffusion or dislocation activity. Ultramylonite layers seem to represent a final stage in shear zone evolution in which further localization is suppressed within the bands (Kenkmann & Dresen 2002).

Crustal Roots of Active Faults

Spectacular examples of active continental transforms with exposed mid- to lower-crustal roots are the Liquine-Ofqui Fault in southern Chile and the Alpine fault in New Zealand. Along both faults, ductile deformation structures from the lower crust were rapidly exhumed during episodes of transpression. Strikingly, the exposed deeper parts of these active faults appear extremely localized with shear zone widths of less than 5 km. At the Liquine-Ofqui fault, mylonites deformed at temperatures of up to \( \sim 500^\circ C \), and possibly higher, were partly overprinted by seismically active faults with similar kinematics. Exhumation rates of up to 2–3 mm year\(^{-1}\) (Thomson 2002) attest to rapid transpression-induced uplift and erosion along the fault zone. Structural studies reveal heterogeneous deformation in shear zones up to 5 km wide with intercalated mylonite and ultramylonite layers (Cembrano et al. 2002).

Along the surface trace of the Alpine fault, recent \(<3–5 \text{ mya (Little et al. 2002)}\) transpression-induced exhumation exposed a 1–2-km-wide amphibolite-facies shear zone. This narrow mylonite zone is considered the relict downward extension of the Alpine fault. Mylonite deformation probably occurred down to a depth of 20–30 km at temperatures up to 550\(^\circ C\) and pressures up to approximately 800 MPa (Little et al. 2002). Norris & Cooper (2003) suggested that the current 27 mm year\(^{-1}\) strike-slip rate along the Alpine fault has been relatively constant since the mid-Pliocene and may be accommodated entirely by ductile creep within the narrow mylonite shear zone at depth. Shear strain in the exhumed mylonites increases by more than one order of magnitude toward the trace of the active fault from approximately 10 in the protomylonite to 180–300 in ultramylonite layers (Norris & Cooper 2003). Close to the active fault trace of the Alpine fault, mylonites are cut by brittle faults and pseudotachylites, reflecting the rise of the shear zone through the brittle-ductile transition zone (Sibson et al. 1979). A highly localized downward extension of the Alpine fault seems to contradict the finding of a distributed lower-crustal deformation zone from seismic imaging and anisotropy data by Wilson et al. (2004) across the northward continuation of the Alpine fault zone.

Fossil Shear Zones from Lower Crust and Upper Mantle

The roots of major transcurrent faults with lengths ranging between several tens of kilometers to approximately 1000 km are widely exposed in orogenic belts and deeply eroded interiors of continental shield areas. Although these shear zones are now inactive, detailed structural mapping and microstructural studies reveal characteristic patterns in their structural evolution and illuminate the deformation of mylonite rocks in the lower crust and upper mantle at pressures of up to \( >1 \text{ GPa} \) and temperatures up to 1000\(^\circ C\). The width of the shear zones appears to narrow with decreasing
Satellite images of mylonite shear zones. (Left panel) Major shear belt in quartzo-feldspathic granulites (S. Madagascar, Martelat et al. 1999). Deformation occurred at higher amphibolite-to-granulite facies conditions at temperatures of approximately 700° C–800° C. (Right panel) A section of the Northern Cap de Creus shear belt in northeast Spain (Carreras 2001). The image shows an anastomosing network of shear zones cutting through metasedimentary rocks. Mylonites formed under greenschist facies conditions. Note the sigmoidal pattern of narrow mylonite layers surrounding lozenges of less deformed material. Imagery in right panel provided by Google Earth.

temperature and depth from granulite facies conditions up to the brittle-plastic transition zone in the middle crust. For deep crustal levels, mylonite belts with a width of up to >30 km have been reported that may narrow upward into 1–7-km-wide shear zones at amphibolite-greenschist facies conditions (Hammer 1988, Vauchez & Tommasi 2003).

A characteristic feature of these large-scale shear zones is that they constitute anastomosing networks of densely intertwined mylonite layers with varying width, length, and total displacement, separating lozenges of less deformed material (Figure 6). Irrespective of the scale of observation, the internal structure of high-strain zones indicates the formation and growth of kinematically linked shear zone networks. These typically display slip transfer between cooperative shears and partitioning of strain between network structures, which are commonly observed from the regional scale down to the grain scale (Carreras 2001, Fusselis et al. 2006). Pronounced grain-size reduction in mylonite layers promotes strain localization and may substantially reduce the viscosity of shear zones in the lower crust compared to the host rock. Recent estimates suggest a viscosity reduction in shear zones up to a factor of approximately 100 (L. Mehl and G. Hirth, submitted manuscript).

High-strain shear zones are also frequently observed in exposed mantle peridotite massifs (e.g., Dijkstra et al. 2004, Vissers et al. 1995). In addition, there is evidence of shear localization in the subcontinental mantle from some mantle-derived
xenoliths (Gueguen & Nicolas 1980), and mylonites have also been found in dredged mid-ocean-ridge peridotites (Jaroslow et al. 1996). This suggests that shear zones could be relatively common in the uppermost mantle in which temperatures are lower and strength is commonly assumed to be highest. Pressure and temperature estimates from shear zones suggest these formed in situ or during the crustal emplacement of peridotite massifs at depth.

The observed mantle shear zone width varies from the several-kilometer scale down to ultramylonite layers that are just a few millimeters wide. Shear strain is often found to be accommodated in anastomosing networks of kinematically linked substructures consisting of mylonites and ultramylonite bands. Similar to their crustal counterparts, the localization and formation of mylonites correlate with significant grain-size reduction (Jin et al. 1998, Newman et al. 1999, Vissers et al. 1997). Some researchers have suggested that grain-size reduction promotes a transition from dislocation creep to linear-viscous and grain-size-sensitive flow, resulting in a large degree of softening of the upper mantle (e.g., Dijkstra et al. 2004, Jin et al. 1998), which may be enhanced by the presence of fluids and melts. For example, Dijkstra et al. (2002) argued for up to four orders of magnitude reduced viscosities in peridotite mylonites in the Othris peridotite massif in Greece that formed at temperatures of 800 °C. These authors also suggest that the presence of feldspar clasts in a fine-grained matrix of dominantly olivine and pyroxene may indicate that mantle mylonites could be even weaker than coarse-grained feldspar-bearing crustal rocks. In a study of peridotite mylonites from oceanic mantle, Warren & Hirth (2006) suggested a weakening of more than four orders of magnitude reduced viscosities outside of the shear zone. These observations all suggest that downward extensions of major plate-bounding faults in the upper mantle can contain localized shear zones with several orders of magnitude lower viscosities than undeformed mantle.

Titus et al. (2007) describe xenoliths brought up from ~40-km depth (paleotemperatures of 970 °C–1100 °C) beneath the active San Andreas fault system that exhibit olivine lattice-preferred orientations, which they quantitatively compare to seismic anisotropy observations in the region. They support a model of a more broadly distributed (~130-km) mantle shear zone below the San Andreas fault system. The common inference of broadly distributed mantle shear fabrics deep below active plate boundary zones from seismic anisotropy studies suggests that at increasing depth and temperatures, mantle deformation occurs by more coherent bulk flow. However, this does not preclude more localized shear zones embedded in the distributed shear fabric.

**Grain-Size Data and Paleostress Estimates from Natural Shear Zones**

Grain size appears to be a critical parameter reflecting the evolution of strength and deformation mechanisms in lithospheric shear zones. Recently, Evans (2005) suggested a state variable approach to account for evolving microstructure of rocks deformed to high strains to capture the transient evolution of strength with strain in appropriate constitutive equations. Ideally, it may be possible to identify a macroscopic measure that reflects varying rock strength and that could be included in a constitutive equation as an internal state variable. An obvious choice for such a state
variable is grain size because it reflects the strain-dependent breakdown process in the tip region of shear zones, it is readily measured from exposed rock samples, and an inverse relation between grain size and flow stress has been exploited extensively to establish paleopiezometers for different minerals (e.g., Twiss 1977, van der Wal et al. 1993). The grain size of mylonite and ultramylonite rocks from exposed lithospheric shear zones ranges from 5 μm up to ~300 μm. Larger grain sizes in high-strain rocks are rarely observed, except for porphyroclasts that may have diameters up to several millimeters.

We compare dislocation flow laws for quartz, feldspar, pyroxenes, and olivine deformed experimentally at hydrous conditions with a comprehensive compilation of grain-size-derived stress estimates from shear zones from lower-crustal and upper-mantle exposures (Figure 7). These paleostress data are based on estimates provided in the literature or by conversion of the reported recrystallized grain-size data using the piezometric relation for feldspar from Twiss (1977). For upper-mantle shear zones, stress estimates are from the respective studies and are mostly based on the olivine piezometer suggested by van der Wal et al. (1993) or result from a comparison with extrapolated laboratory data. We find that the stress estimates from grain-size data broadly track the strength expected from feldspar- and olivine-dominated lithologies in the lower crust and upper mantle, respectively. Given the possibility that at decreasing grain size, diffusion creep becomes a more important deformation mechanism, some caution is indicated in the use of such stress estimates.

RECONCILING LABORATORY, GEODETIC, AND FIELD ESTIMATES OF RHEOLOGY

In the traditional jelly sandwich model of lithospheric rheology, a weak (ductile) lower crust overlies a strong upper mantle. Although such a model has prevailed over the past 20 years, several geodetic studies (summarized in Supplemental Table 2) suggest that the upper mantle (or the asthenospheric mantle below a very thin mantle lid) is actually weaker than the lower crust in many tectonically active regions. High temperatures and fluids can weaken the mantle in wide backarc regions or above rising mantle plumes. The range of lower-crustal viscosities obtained in post-loading geodetic studies (1 to >10 × 10¹⁹ Pa s) may be reconciled with feldspar- and pyroxene-dominated rocks deforming at hydrous conditions. Extrapolated laboratory findings indicate that dry and melt-free rocks have viscosities greater than 10²⁰ Pa s at strain rates of approximately 10⁻¹² s⁻¹, except at the highest temperatures, >900°C. Trace contents of H₂O on the order of 0.05–0.1 wt% are sufficient to reduce the viscosity of lower-crustal rocks but are insufficient to generate substantial amounts of partial melt in gabbroic rocks. Much lower viscosities (1–10 × 10¹⁶ Pa s)—which have been suggested in models of very weak lower-crustal channels comprising hydrolytically weakened, quartz-rich, and even partially melted materials—have not been probed in geodetic investigations. Lacking strong and thick lithospheric mantle roots, lithospheric strength in these regions may indeed be dominated by the crust as envisioned in the crème brûlée model. Mature plate boundary fault zones weaken as they evolve at all depth levels, supporting the view of lateral strength variation.
Figure 7
Paleostress estimates from mylonite shear zones transecting lower crust (a) and upper mantle (b). Each box represents stress-temperature estimates for a particular shear zone. A list with all numbered references is provided in the Supplemental Appendix. Stress estimates are mostly based on the inverse relation between recrystallized grain size and flow stress (Twiss 1977, van der Wal et al. 1993). Graphs indicate extrapolated laboratory data for the dislocation creep of rocks at hydrous conditions. The field data from lower-crustal shear zones are bracketed by the flow strength of quartzite and pyroxenite. Paleostress estimates from upper-mantle shear zones are bracketed by the flow strength of anorthosite and pyroxenite. The field estimates cluster between approximately 10 and 50 MPa in lower-crustal and upper-mantle shear zones. However, paleostresses could be severely overestimated if deformation in shear zones is dominated by diffusion-controlled creep.

envisioned by the banana split model. For example, the fine-grained matrix in mylonite shear zones in the lower crust and upper mantle favors grain-size-sensitive and possibly diffusion-controlled creep as the dominant deformation mechanisms (Figure 3). This suggests that in major shear zones, low viscosities could prevail to relatively low temperatures of ~500°C in the crust and ~700°C in the upper mantle.
Estimates of upper-mantle bulk rheology from geodetic and lab results appear to be quite consistent. Variations in mantle temperature, melt, and water content can account for the two-to-three order of magnitude difference we see in geodetic inferences of upper-mantle flow strength between continental shield regions and active plate boundary zones (Supplemental Table 2). Hyndman et al. (2005) suggested that the western North American Cordillera, and active and former backarc regions in general, is a region of hot upper mantle and lacks the thick and strong lithospheric lids of continental interiors. This is consistent with seismic tomography results showing wide regions of low seismic velocity and inferred high temperature underlyling much of western North America (Goes & van der Lee 2002). Dixon et al. (2004) argued that addition of water from the subducting Farallon slab to the overlying mantle, as evidenced by geochemical studies of mantle xenoliths, further weakens mantle rheology below the tectonically active region. Model studies of glacial isostatic adjustment in North America and Fennoscandia agree on much higher upper-mantle viscosities and greater elastic plate thicknesses. This likely results from the location of these rebound regions over continental shields with relatively cold and dry mantle under thick, Precambrian-age lithospheres. The inferred variable upper-mantle viscosity structure is consistent with the extrapolation of experimental flow laws for dunite, assuming water-saturated conditions under western North America and anhydrous conditions or low-water content under the shield regions (Kohlstedt 2007).

An additional cause of variable effective viscosity estimates in geodetic studies lies in the nonlinear stress-strain relationship of deformation by dislocation creep. The rapid decay of postseismic transients following several of the earthquakes considered above requires time-dependent and likely stress-dependent viscous flow strength in the upper mantle. Dislocation creep is also indicated by the preferred mineral lattice orientations inferred from seismic observations of mantle anisotropy in the upper ~200 km of the mantle in many regions of the world. If rocks deform following a power law, viscosity varies as a function of ambient stress and thus decreases with time following a load step (Figure 4). The recognition of time-dependent viscous strength suggests that effective viscosities inferred from different loading events or observational time periods can differ by more than an order of magnitude. This mainly affects results obtained from data spanning the earliest relaxation phase (approximately the first year), which will greatly underestimate longer-term viscous strength. However, deformation by diffusion creep becomes dominant at low stress and small grain sizes, and we cannot simply assume that viscous deformation at depth is generally by n \approx 3 power-law creep. In fact, changes in stress through the earthquake cycle may possibly allow for repeated transitions between dominant deformation mechanisms below a fault zone. Drastic temporal variations in stress and strain rate from coseismic loading of deeper fault sections across the brittle-ductile transition are expected to produce episodic changes in dominant deformation modes, which can also lead to substantial and permanent structural changes and reduced strength in deep fault zones (e.g., Ellis et al. 2006, Handy et al. 2007).

Geologic field studies suggest ubiquitous localization of deformation in highly strained and weakened shear zones at all scales. Although geodetic studies often remain ambiguous with regards to the degree of localization of postseismic transient
deformation in the lower crust, we suspect that in many cases deformation is indeed localized in strain-weakened zones. Just below the brittle domain, shear zones may behave as frictional, velocity-strengthening fault zones, whereas at greater depth shear may occur by flow in narrow, low-viscosity shear zones, possibly embedded in wider deformation zones. The response of the upper mantle to loading events over a range of spatial and temporal scales as well as the observation of broad coherent mantle anisotropy suggest distributed flow. However, the recognition of localized peridotite shear zones in geologic field studies indicates that the distributed bulk shear may in part be accommodated in a heterogeneous fashion by a network of narrower shear zones, especially in the colder and stronger uppermost mantle.

SUMMARY POINTS

1. Robust constitutive equations exist for major constituents of the lower crust and upper mantle that appear consistent with field and geophysical observations. Viscosity estimates based on extrapolated laboratory data for pyroxenites, dunites, anorthosites, and quartzites deformed at hydrous conditions likely span the full range of flow strengths of rocks with a more complex mineralogical composition.

2. Lithospheric strength and rheology strongly differ as a function of the makeup, tectonic evolution, and environment of a region. Thus, rheology strongly varies with depth and across continental lithosphere of varying age, composition, and temperature. Competing simple models of lithosphere rheology should be considered as end-member cases only.

3. In backarc and former backarc regions, the upper mantle is viscously weaker than the lower crust owing to high temperatures and possibly the addition of water. Mantle below old cratonic shields is an order of magnitude stronger than that found in tectonically active regions.

4. Mature fault zones are weak, and deformation along them is localized to varying degrees throughout the lithosphere. The strength of the crust below seismogenic fault zones is weakened through earthquake-cycle effects and other strain weakening processes. Strain weakening up to several orders of magnitude and localization are ubiquitous at all scales.

5. Deformation in the uppermost mantle can also localize into mylonitic shear zones, but is probably more broadly distributed in the upper-mantle asthenosphere, in which it probably occurs by dislocation creep with a stress-dependent power-law rheology.

6. Deformation mechanisms and rheology depend on thermodynamic conditions, material parameters, and mechanical state and can vary over short distance scales (inside versus outside of a shear zone) and timescales (earthquake-cycle).
FUTURE ISSUES

1. Despite direct evidence for localized shear in the lowermost crust and upper mantle, we still do not know conclusively if lower-crustal deformation below active faults is always highly localized, broadly distributed, or transitioning from one to the other with depth. Future postseismic studies should be focused on resolving mid- to lower-crustal processes, and geophysical imaging tools need to be sharpened to better illuminate the deep architecture of active fault zones.

2. Transients in mechanical response due to abrupt or slow changes in loading, structural state, high strain, and other parameters remain to be explored in detail and should be included in appropriate constitutive relations. Laboratory studies need to further quantify flow parameters for partially molten and polyphase rocks. In particular, changes in rheology and weakening caused by metamorphic reactions are neither well understood nor quantified.

3. Geodetic explorations of deep rheology from postseismic deformation need to consider deformation early and late in the earthquake cycle and couple physically realistic model parameterizations of distributed plastic flow and localized shear. More postloading studies of all types are needed to better explore the distribution of lithospheric rheology across the continents and plate boundary zones.

4. Field studies should aim to quantitatively evaluate the distribution of strain in space and time as fault zones evolved. Detailed documentation of structural parameters such as grain size and its variation with shear strain, phase content, and temperature is needed, both within and away from high-strain shear zones.
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