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1 ABSTRACT

In this contribution, we attempt to review the observatidnEarth’s free oscillations and surface
waves. The analysis of free oscillations and long—periafsa waves can look back to an almost
half—century long history and milestone discoveries ammenous. We touch some of these but our
review of the history of developments in the field is incontleHere, we rather try to summarize
what mode and surface wave analyses are good for, what thenrgths and weaknesses are, and
we concentrate on observational aspects rather than théedeinterpretation thereof. We describe
some of the analysis tools and applications and give exanfiptecases that we have personally been
involved in. We hope to convey to the reader some of the exeitd a mode seismologist experiences
still today when encountering the occasional beautifulofd¢ime series that she or he may have to
wait for for a decade. The principal theoretical backgroisthid out briefly but a comprehensive

review can be found in the contribution by John Woodhouselzgkss in this volume.

2 INTRODUCTION
2.1 Free Oscillations

In order to observe Earth’s free oscillations, one oftentbasait many years for a great, preferably
deep earthquake to occur. It is therefore not surprisingftka oscillation studies started relatively

late last century, after the great May 22, 1960 Chilean gagke. It was not until 1975 — after the



2 Laske & Widmer—Schnidrig

analysis of digitized records of the deep July 31, 1970 Cblam earthquake — that enough mode
measurements were available to construct the first one-dioeal Earth model from mode data that
could withstand decades of testing as a reference EarthInf@@6A by Gilbert and Dziewonski,
1975). Not much later, great progress was achieved totkeilthe collection of high—quality mode
data by installing the global digital seismic network IDAtgrnational Deployment of Accelerome-
ters), a LaCoste—Romberg gravimeter network that was fepadlyi designed to observe Earth’s free
oscillations (Agnew et al., 1976, 1986). In the meantimenament stations of several other global
seismic networks have been upgraded with very broad—bdadhisesensors — typically Wielandt—
Streckeisen STS-1 vault seismometers or Teledyne—GeKt®8H000 borehole seismometers — and
digital recording units. This includes early networks thatre designed to monitor global seismicity
and the Comprehensive Test Ban Treaty (CTBT) such as the@&aih Long-Period Network (HGLP,
first digitally recording network; Savino et al., 1972), theismic Research Observatory (SRO, Peter-
son et a., 1980), the World—Wide Standardized Seismogravdik (WWSSN, Oliver and Murphy,
1971) and the China Digital Seismograph Network (CDSN, Beteand Tilgner, 1985). Many of
these stations as well as the upgraded IDA network are noiop#ine U.S. American Global Seis-
mic Network (GSN) operated by IRIS (Incorporated Reseanstitution For Seismology) but other
global networks exist such as the French GEOSCOPE (Romenatial., 1984) and the German
GEOFON (Hanka and Kind, 1994). All these and more operatewutite umbrella of the interna-
tional Federation of Digital Seismograph Networks (FDSNMntnowicz and Dziewonski, 1986).
Roughly 25 years into very broad—band seismic networksrmalanode seismologist now can enjoy
a more than ten-fold increase in high—quality vertical-ponent long—period seismic records for a
given earthquake. But even in the late 1990s — a few yeansthfialeep June 09, 1994 Bolivia earth-
quake provided spectacular spectra — great effort wastewés digitize the legendary 1970 Colombia
records. Since "Bolivia” there have been a handful of othreagearthquakes but even the great June
23, 2001 Arequipa/Peru earthquake, the largest digitaliprded earthquake until the December 26,
2004 Andaman-Sumatra event, did not excite the relativetyrformal mode observers whose interest
lies in unraveling the deep secrets of the inner core. "Paag simply not deep (or great) enough
to make some of the modes ring that they are interested inh®wother hand, since normal modes
involve the vibration of the whole planet, mode observatiaha single station readily reveal a wealth
of information about Earth structure that no other seismofhihique can provide. Modes are intrinsic
low—pass filters of Earth structure. It is relatively easgddlect unbiased estimates of mode observ-
ables that constrain the spherical average of Earth as wddirg—wavelength perturbations to it. It
is therefore not surprising that in the current efforts tmoge the more than two and half decade old

"preliminary” from PREM (Preliminary Reference Earth MddBziewonski and Anderson, 1981)
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— the currently still most widely accepted Reference Earthd® of the spherical average — a suit-
able mode dataset for an updated model exists (http://oesd.edu/Gabi/rem.html), while we still

struggle to obtain an unbiased body wave dataset.

Normal mode seismology has facilitated other great acmevds that we can proudly look back
to. For example, the analysis of modes provided the ultipiatef that the inner core is solid (Dziewon-
ski and Gilbert, 1971). Normal mode studies were at the for¢fto assess Earth’s attenuation (Smith,
1972) and to retrieve earthquake moment tensors (GilbertCanewonski, 1975), which has been
continued in the faithful delivery of the Harvard CMTs (cextl moment tensors) (Dziewonski et al.,
1981) that many colleagues depend on for their own studiesmbll mode studies also were at the
forefront to assess Earth’s three—dimensional struckoeexample, Jobert and Roult (1978) found
early evidence for large—scale lateral variations frora fyscillations and surface waves and Masters et
al. (1982) discovered harmonic degree 2 variations in tgsttion zone that are associated with sub-
ducting slabs. The first widely used 3-dimensional modeEarth’s upper mantle, M84A and M84C
(Woodhouse and Dziewonski, 1984) were obtained using muetery. Still today, careful analysis of
high—precision mode measurements provides crucial ctuasgwer some of the most fundamental
geodynamical questions that remain elusive to other seitgohniques. For example, the analysis of
Masters and Gubbins (2003) provides new estimates of th&tggamp across the inner core bound-
ary which is relevant to the discussion of the growth ratetardge of the inner core. They also argue
against a significant overall excess density in the lowetmmantle that was proposed by Kellogg et
al. (1999) for locally varying hot abyssal layers for whigissnic evidence was presented by Ishii and
Tromp (1999). Earth’s density structure and the soliditthefinner core are best constrained by mode
data. Similarly, modes help determine Earth’s internalastie and anisotropic structure. There are
many more aspects where mode data can help out to undersianalin planet works. One example
is the differential rotation of the inner core. Evidencetfus was first observed using body wave data
and was initially reported to be between 1 afidpdr year (Song and Richards, 1996; Su et al., 1996)
but hotly debated (e.g. Souriau, 1998). As subsequentesiaicumulated, this number decreased
dramatically and is currently estimated1gtiO of the initial rate. It was not lastly the mode observa-
tions (Sharrock and Woodhouse, 1998; Laske and Master8, 2093) that provided the conclusive

constraints to correct the rotation estimates downward.

In the first part of this paper, the reader gets acquainted tiwé jargon used in normal mode seis-
mology some of which requires to summarize the theoretiaakfpround that is described by Wood-
house and Deuss (2007) in this volume. We then introduce sfrtiee most commonly used mea-
surement technigues that we have been involved in. Modgsiaahvolves more than simply reading

the peak frequency and amplitudes from a spectrum. In fachdst cases, such an approach leads to
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biased estimates. One also has to bear in mind that the mgistdralysis techniques treat modes as
being isolated from their neighbors in which case only Eatthcture of even—degree symmetry can
be retrieved. Earth’s rotation and lateral variations eaunodes to couple which complicates mode

analysis but facilitates the assessment of odd—degregtigteu This is briefly described.

2.2 Surface Waves

Surface waves can be understood as a superposition of frélatians. It is therefore not surprising
that many long—period surface wave seismologists analgpehal modes at some time in their ca-
reer. With a few exceptions, including very deep earthgsiakendamental mode surface waves are
the largest signal in a seismogram. Surface wave packetelaterely short and do not require the
consistently high signal levels, over several days, as abmodes do. Nor do they require the wait for
very large earthquakes. The analysis of surface wavestedbemvolves the analysis of fundamental
modes and the first few overtones, at high frequencies. Quviaves are therefore a natural choice to
explore Earth’s crust, upper mantle and transition zonectMike in a body wave study, the analyst
collects travel times but the complication is that theseedépon frequency. Rather than a sharp onset,
a wave packet is observed that is often likened to a Gaussiekep The two travel time—equivalent
observables of dispersed surface waves are phase velbeitgpeed at which a certain point in the
waveform travels, and group velocity, the speed at whichaeveanergy or a point on the envelope of the
waveform travels. Though both observables constraintstrei@t depth, they have different dependen-
cies and ideally one would want to measure both. Group \gléends to change more significantly
with structure at depth but its measurement errors are afger than those of phase velocity. On the
other hand, source effects on group velocity are relatisetall and are usually ignored. Details on
earthquake source processes therefore do not have to ba kaoneasure group velocity.

The analysis of surface waves has a major advantage overfihatly waves. In the upper mantle,
imaging capabilities using body waves are dictated by tis&ridution of earthquakes and seismic
stations. Surface waves travel along the surface betwagnesoand receivers, crossing remote areas
and thereby picking up invaluable information about algraghk upper mantle structure that remains
elusive to body waves. Like a body wave arrival, group vé&jocan be measured on a single wave
train recorded at a single station without having to respdalculating synthetic seismograms that are
necessary to measure phase travel times. For this reasop, gglocity analysis has seen a wide range
of applications in regional seismology, especially in tHEBT community, even before the advent of
sophisticated signal processing.

In the second part of this paper, we first summarize the oglstiip between normal modes and

surface waves. Some of the surface wave observables angbdesand how they are measured. We
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touch on the observation of higher modes and discuss theredhip between dispersion and structure

at depth but the reader interested in Earth structure isregféo other contributions in this volume.

2.3 What We See in Seismograms — The Basics

For moderately large earthquakes, seismograms exhibinaauof wave trains some of which circled
the globe completely before arriving at a station. Figuréndwss the nomenclature for these wave
trains. We distinguish between minor and major arc wavedgrtiat arrive at a station from the source
directly or took the long path in the opposite direction.Uf&g2 shows an example of a vertical seismic
record collected at a station of the GEOSCOPE network. Riyl@ave trains are usually labeled R,
while overtones are often labeled X (e.g. Roult et al., 19B6ye wave trains carry the label G and
are observed on the transverse component only, unless<Eat#tion and/or heterogeneity causes
strong lateral refraction or, to use the mode analogy, datespheroidal mode coupling. For large
earthquakes with magnitudes typically larger theg=6.5, surface waves may be observed as they
circle the globe multiple times. At group velocities of ab&i7 km/s, long—period Rayleigh waves
take about 3 h to complete one orbit.

Very large earthquakes can be observed at many global sessations with fidelity high enough
to discern many wave trains in a record section. Figure 3 shbe tsunami—generating 2001 Are-
quipa, Peru earthquake. We can follow &ross the globe from the source toward its antipode where
the wave train merges with;RNear the source, Rand R, overlap. A similar collapse of waveforms
can be observed for later wave trains. Grey lines mark sontleeobody wave phases that combine
to form the overtones X wave trains as shown in Figure 2. Fdhgaakes as large as the Arequipa
event, multiple body wave reflections off the surface, obglecircling overtones, are also discernible.
Very nicely displayed for the Arequipa event, we can folldwege overtones at significant signal lev-
els between the fundamental modes and later overtone pexldgp merge near the source and its
antipode. If we consider these overtone packets as modes sbthem have very low attenuation
rates and can persist well after the fundamental modes renaydd into the noise. To observe these
modes with high fidelity, the collected records typicallwdado be at least 5 days long.

Figure 4 shows the spectrum of a large earthquake obsertteel Black Forest Observatory (BFO)
in Germany. Since Earth is a finite body, transient wavesamapng away from a localized source
eventually interfere. For paths whose orbital length isrdager multiple of the wavelength, the two
signals interfere constructively while destructive ifeeence occurs otherwise. The spectrum of the
several day long coda therefore yields discrete lines thiaespond to Earth’s normal modes, while
destructive interference is responsible for the gaps aipgrthe peaks.

We distinguish between observably split and not observaply modes. A spectral line of the
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former type has more than one peak in a typical spectrum (&igu This "splitting” of a mode is
caused by the fact that individual singlets, the differanbrational states” of a certain mode (multi-
plet), are no longer degenerate in a non-spherical Eartee®ably split modes are typically of low
angular order, i.e. the geographical pattern of surfagaglatiement is simple and the mode has few
singlets. In the case of not observably split modes (Fighitbere are so many singlets of a mode or
the singlets are so close together that a standard spectdgses is not able to resolve them. Another
limiting factor to resolve a mode’s splitting is its attetioa rate. The rather complex superposition of
all the singlets causes an "apparent frequency shift” oftaeravise ordinary—looking spectral peak
where the shift depends on lateral variations in Earthiscétire (Jordan, 1978).

Having long wavelengths compared to transient seismic sydree oscillations inherently average
over large volumes which leads to comparatively poor régmiwof Earth’'s heterogeneous structure.
On the other hand, free oscillation studies are much lesdylliased by the uneven distribution of
earthquake sources and seismic receivers. Mode obses\ableslatively weakly sensitive to structure
with odd—degree symmetry because waves traveling on aespeer their sensitivity to this structure

as time goes on. We will revisit this problem in the surfaceevsection.

3 FREE OSCILLATIONS
3.1 Modes of a Spherically Symmetric Earth

The elastic-gravitational response of Earth to localizegisient excitations consists of impulsive
disturbances followed by dispersed wave trains and lorintastanding waves, as seen in Figures 2,
3 and 4. As long as an earthquake rupture is ongoing, the Eealonds with forced vibrations. Once
the rupture has ceased, Earth undergoes free oscillationadhits new equilibrium state. The rupture
duration of the largest earthquakes are on the order of a fiewtes and thus very much shorter than
the typical decay time of modes of a few tens of hours. A stddhe@source based on low-frequency
seismic records reduces to the estimation of the initialldnte and phase of the modes, while studies
of Earth’s internal mechanical structure concentratesherirequency and attenuation of the modes.
The deviations of Earth structure from a spherically symimetference state are quite small.
It is therefore convenient to discuss free oscillations spherically averaged Earth and treat any
deviation away from this state with perturbation theory.g@pherically symmetric Earth three integer
quantum numbersy, £ andm, fully specify the set of normal modes. The azimuthal orfef, counts
the number of nodal surfaces in the longitudinal directioriThe number of nodal surfaces in the
colatitudinal directiong, is |¢ — m| where/ is the angular order. For fixefland m the overtone

numbern indexes the modes with increasing frequency.
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Solutions of the linearized, homogeneous equations ofandtr a self-gravitating elastic Earth
can be written as (Backus, 1967; Aki and Richards, 1980, 2D@Blen and Tromp, 1988; Woodhouse
and Deuss, 2007)

i (r,t) = Re[(£Un(r)Y["(0,6) + Vi(r)V1Y{™ (0, 6)
— W Wi(r)E x VY0, ¢))ein%”t] (1)

where,u;" is the displacement eigenfunction of the mode singlet ifledtby the @, ¢, m)-triplet
and,w;" is its eigenfrequencyY,” are surface spherical harmonic functions andis the surface
gradient operator. While and/ can be any non—negative numberX 0, ¢ > 0), the azimuthal order

is limited to the interval-¢ < m < £. The spherical harmonics describe the angular shape of the
eigenfunction. An example for some low-order sphericafrtwanics is shown in Figure 6.

The three scalar radial eigenfunctiong/,(r),,V,(r) and,,W,(r) describe the way the mode
samples Earth with depth. As increases they become more oscillatory with depth leadingnt
increased number of nodal spheres. For toroidal madsshe number of nodes i while for radial
modesn is the number of nodes iii. The radial eigenfunctions do not depend on the azimuttaror
m and are thus identical for all singlets within a multipletg&functions for some mode examples
are shown in Figures 7 and 8. The relevant quantity for theigeity of a mode to structure with
depth is actually not the eigenfunction but the energy dgriBhis is because the modes are stationary
solutions to the Lagrangian energy functional (GilberB@9 A mode can store elastic energy in shear
and in compression and it can store gravitational poteatiatgy. Significant amounts of the latter can
be stored only by spheroidal modes below 1 mHz. For most ativeles, their sensitivity to structure
can be discussed based solely on their shear and compdssimangy densities.

For the spherically symmetric reference state, the streadfi the spectrum of a mode (fixed
and/) exhibits a high degree of degeneracy in that all oRits+ 1 singlets have the same frequency.
This degeneracy im is a consequence of the fact that the singlet eigenfregegrannot depend
on the choice of the coordinate system. The ensembf¥ af 1 singlets comprise the mode multi-
plet. Further classification into spheroidal and toroidaldes is possible in the spherically symmetric
case. The displacement field of toroidal modgg;”, is purely horizontal and divergence free with
2Ue(r) = »,Vi(r) = 0. Thus it involves only shearing and does not lead to any deition of the
radial interfaces. Spheroidal modgs;;”, for which,,W,(r) = 0 involve volumetric changes as they
are composed of both horizontal and vertical displacemdittsy deform interfaces and also perturb
the gravity field. A third subclass of modes are the radial @sogSy, for which ¢ = 0 and also
nVe(r) = nWi(r) = 0.
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Freeman Gilbert first wrote computer program EOS to solveotd@ary differential equations
governing free oscillations and various descendants stihile have been circulating informally since
the early 1970s. We mention two versions here: OBANI by Jobodtiouse and MINOS by Guy Mas-
ters. Woodhouse advanced the code by allowing to computeigieafuctions through the method of
minors. He also introduced a mode counter for spheroidalesaghile Masters added one for toroidal
and radial, Stoneley and inner core modes. A description BAKI can be found in Woodhouse
(1988). MINOS can be downloaded from the REM web site (Hitt@hi.ucsd.edu/Gabi/rem.html).

3.2 Modes of a Heterogeneous Earth
3.2.1 Mode Splitting

As an Earth model becomes successively more realistic angles, the spherical symmetry is broken
and a mode spectrum becomes more complex. The principatd®s from the spherically symmetric
reference state are Earth’s daily rotation, its hydrostatiipticity in response to the rotation and
general aspherical structure. The latter includes theg@miy of interfaces and lateral variations in
isotropic and anisotropic volumetric parameters. Theribigtion of singlets within a multiplet on a

rotating Earth in hydrostatic equilibrium is given by Dami@ 968). If the ©, ¢)-tuple denotes thith

spheroidal or toroidal multiplet, then the eigenfrequeatthemth singlet of an isolated multiplet is
Wi = @p(1 + a + mb + m2c) with —<m</{ (2)

wherewy, is the multiplet degenerate frequenayandc the ellipticity splitting coefficient (to first
order) andb the rotational splitting coefficient (Dahlen, 1968). Thipticity of figure removes the
degeneracy of a mode only partly, with;* = ,w, ™. This splitting is asymmetric with respect to the
degenerate frequency. On the other hand, the rotatiorittirepis symmetric, or of Zeeman type, and
removes the degeneracy completely. Splitting due to mtadominates at low frequenci¢s > ¢)
so that the spacing between adjacent singlets is nearlyaransee Figures 9, 5). Other examples of
modes whose splitting is dominated by rotation are medgsand S, (Figure 10). At higher fre-
guencies, ellipticity and heterogeneous structure bedbmdominant cause and frequencies become
partially degenerate when < c¢. Examples of such modes aygS> and55;. Inner—core sensitive
modessSs, 1352 and g5, are anomalously split, as first observed by Masters and Gi(h6381).
The splitting width, the range of singlet frequencies, iasth cases is significantly larger than that
predicted by rotation and ellipticity. In fact, the extrespitting of 1(.5> led Gilbert and Dziewonski
(1975) to misidentify then = 0 line of 13S; as mode;; S>. Based on their observations, Masters
and Gilbert (1981) argued for high Q in the inner core but ditlinterpret the anomalous splitting.

Ritzwoller et al., (1986) speculated that the anomalougtisigl is due to axisymmetric structure in the
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outer core (see also Romanowicz and Bregér, 2000). WoagheiLal., 1986 were the first to attribute
this splitting to the anisotropic inner core which now appda be widely accepted (see e.g. Tromp,
1993).

Gilbert (1971) investigated how small structural perttidozs to a spherically symmetric Earth
affect the spectrum of a multiplet. He formulated the “diaglosum rule” which states that, to first
order, the arithmetic mean of tRé + 1 singlet frequencies is the multiplet's degenerate frequan

1 ¢
W = 1 m;gw,?. 3

Any first order perturbation in structure leaves the degaeeirequencies of the spherical Earth
unchanged. On the other hand, second—order effects of theli€dorce may cause a frequency
shift. Dahlen (1968) showed that the singlet distributiathim a multiplet still follows the parabolic
distribution of equation (2) but second—order terms cbotg to factors: andc and the diagonal sum
rule is no longer valid. Dahlen (1968) and Dahlen and Sailér Q) provide the splitting parameters for
modes below 2 mHz for a variety of Earth models. Since thétsiparameters caused by rotation
and Earth’s hydrostatic ellipticity are well understooldeit effect are usually corrected for before
mode parameters are interpreted in terms of Earth structure

Once the eigenfrequencies and eigenfunctions of a 1D Eastttehrhave been computed, the
synthesis of seismograms based on free oscillations isrratraight forward as it only involves the
summation over all multiplets in a desired frequency barik fepresentation of the time series of an

isolated split multiplet with degenerate frequemngyat stationj is given by

2041
ui(t) = Y Rjmam(t)e™ or u(t) =R-a(t)e"*" @
m=1

where the real part is understood (e.g. Woodhouse and GjraiRB82; Landau and Lifshitz, 1958,
section 40, and also Woodhouse, 1983). Jtierow of R is a2/ + 1 vector of spherical harmonics
which describe the motion of the spherical-earth singlethejth receiver and is readily calculated.

a(t) is a slowly varying function of time given by
a(t) = exp(iHt) - a(0) (5)

wherea(0) is a2/ + 1 vector of spherical-earth singlet excitation coefficiamtéch can be computed
if the source mechanism of the event is knolhis the complexsplitting matrix of the multiplet and
incorporates all the information about elastic and aniel&8 structure to which the mode is sensitive,

i.e.

Hyp = 0 [(a +mb + Mm% Sy + > AT+ Y ’y;”m'dts} (6)
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where—¢ < m < ¢;—¢ < m’ < ¢ andt = m — m’. The first term describes the splitting due
to Earth’s rotation and ellipticity (equation 2) and the aaat describes the effects from elastic and
anelastic structure through tiseructure coefficients ¢! andd’ (e.g. Ritzwoller et al., 1986; Smith
and Masters, 1989a). Equation 6 changes to equation (14f8ahlen and Tromp (1998) if real
instead of complex basis eigenfunctions and spherical twaics are considered in Equation HI,
and consequentlyxp(iHt), are (2¢ + 1) x (2¢ + 1) dimensional square matrices. Thg™ are
integrals over three spherical harmonics (e.g. Dahlen andp, 1998). These integrals are often

zero, and theelection rulessummarize the non—zero conditions:

1) m—m' =t
2) {4+ s+ ¢ mustbe even;i.es must be even )
3) 0 <s<2¢ (triangle rule)

Rule 1) implies that axisymmetric structure £ 0) gives non—zero contributions to the splitting
matrix only if m = m’, so thatH is diagonal. Rule 2) implies that an isolated mode is semsdnly

to structure of even degree. The rule can be expanded to twaicg modes in which case+ s + ¢/
must be even (for same—type coupling; see section "modelinguor details). In order to retrieve
structure of odd harmonic degrefe+ ¢ must therefore be odd. Rule 3) implies that a mode cannot be
sensitive to structure of arbitrarily high degree. It caspdbe expanded for two coupling modes where

|t — 0] < s <+ {.The structure coefficients for elastic structurg,are given by
= / M;(r) - 5m§(r)r2 dr, (8)
0

and a similar expression exists for the anelastic struatosdficients,d’.. The coefficientsim? are
the expansion coefficients of the 3D aspherical Earth stracdim(r, 6, ¢) = > dm(r)Y(0, ¢) and
M, are integral kernels which can be computed (Woodhouse ahteDal978; Woodhouse, 1980;
Henson, 1989, Li et al., 1991). Equation 8 and its countéfpathe d's can be regarded as a pair of
linear inverse problems farandd. Strictly speaking, equation 4 is not quite correct since b and
a(0) should include small renormalization terms (see DahlenTandhp, 1998, equations 14.87 and
14.88). The renormalization requires the knowledge of piigting matrix which we ultimately want
to determine in a mode analysis. While the renormalizaoms are expected to be small for isolated
modes, we may have to iterate the retrieval of the splittimgrix for coupled modes.

It is convenient to visualize the geographic distributidrstoucture as sensed by a mode by form-

ing the elastic and anelastplitting functions (Woodhouse and Giardini, 1985):
0,0) =) cYi(0,0); Zdtw 9
s,t

TheY! = X!(0)e'? is a spherical harmonic of harmonic degreand azimuthal order number

t. An example is shown in Figure 11. The elastic splitting fiorc shows local peak shift variations
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caused by the local structure beneath a geographic locatidiseen” by an isolated mode. Recall that
isolated modes are not sensitive to to odd—degree strudtugesimilar way, the anelastic splitting
function shows attenuation. Bearing this restriction imdjia splitting function can be understood as
the mode equivalent of a surface wave phase velocity map.

To summarize, an isolated mode of harmonic dedrisesensitive to even-degree structure only,
up to harmonic degree = 2¢. If the structure within the Earth is axisymmetric, then #pditting
matrix is diagonal, the individual singlets can be identifiy the indexn and the only singlet visible

at a station at the Earth’s poles is the= 0 singlet.

3.2.2 Mode Coupling

While the treatment of isolated modes is appealing becdutsesimplicity, it is insufficient to describe
free oscillations of the real Earth. The coupling betweed@esdas two fundamental effects: 1) varying
coupling effects on individual singlets causes a shift ef thode’s degenerate frequency apd?2)
coupling to certain other modes gives a mode sensitivity dd—degree structure. We distinguish
between along—branch (same mode typeamdt different?) and cross—branch coupling (any other
mode combination). The coupling between two modes is pdatily strong if their frequencies are
close and the radial and geographical shape of their dispiant field is similar. Numerically, the
complex frequencies must be close but in fact the real pagtjency) is more dominant than the
imaginary part (attenuation). As in the case of isolated @spdelection rules dictate through which

mechanism and in which way two modes couple:

e Coriolis force causes spheroidal-toroidal mode couplargriode pairs of the formS, — ./ Tp+1,
that is between multiplets that differ by a single angularde (¢—¢'| = 1); €.9.054— 073, 058 — 070,
154 — T3

e Earth’s ellipticity also causes spheroidal-toroidal madapling for|¢ — ¢'| = 1

e Earth’s ellipticity causes same-type (spheroidal or )i mode coupling fot¢ — ¢'| = 0 and
for |0 — ¢'| = 2; €.9.054 — 154,0 53 — 055

e rotation causes spheroidal-spheroidal mode couplingfer?’| = 0; €.9.05s — 154

o Lateral heterogeneity of degreecauses spheroidal-toroidal mode coupling under the dondit
that|{ — ¢'| +1 < s < /¢ +¢—1andl + ¢+ sis odd; e.goS,; — ¢T3 are coupled through structure
of degrees 2,4,6;

as a consequence,

if — ¢'| is even, then modes can couple through odd-harmonic degrextuse;
e.g.0Ss — o135 are coupled through structure of degrees 3,5,7

o Lateral heterogeneity of degreecauses same-type mode coupling under the conditions that 1)
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m+t—m'=0;2)I'+1+siseven; )¢ — V| < s <V +¥;e.0.05 — oS3 are coupled through

structure of degrees 1,3,5

Coriolis coupling between fundamental spheroidal andidatomodes was first observed and
modeled by Masters et al. (1983). Coupling spheroidalidaianode pairs form hybrid modes that
share some of the characteristics of both modes. Toroiddesioan then be observed on vertical—
component seismic spectra in the form of additional peaksciwMasters et al. nicely showed. For
angular orderg < ¢ < 26, ¢7y+1 modes are closer neighborsytsy, modes thag7;_; modes are. The
strongest coupling occurs between pgifs; —¢ 112 whose PREM degenerate frequencies are about
4.5,Hz apart (:Hz for 1066A) and,S19 —o 720 Whose PREM frequencies are within pHz of each
other (2.:Hz apart in 1066A). Figure 12 shows that predicted frequeshifgs for Coriolis—coupled
modes can be up toBlz, which is significant with respect to measurement erreee (Figure 24;
regard a "strip” as a spectral line of a mode for now). Figu2ealso indicates that coupling modes
"repel” each other. For example, while the frequency.8f; gets pulled downward, the frequency of
o111 get pushed upward. The coupling between two multipletsadigthas a different effect on each
singlet of the modes, as is shown in Figure 13. As discussedealior uncoupled modes, rotation
and Earth’s hydrostatic ellipticity remove the frequenegeneracy. The coupling of the mode pairs
causes the sets of mode singlets to rearrange. Stronglyecbomdes form a hybrid pair in which the
sets of singlet frequencies repel each other but the atienua "shared”. As shown by Masters et al.
(1983), Earth’s aspherical structure causes furtherargament of the singlets.

Coupling between two modes also manifests itself in theétsgimatrix. Instead of two matrices
with ranks2¢ + 1 and 2/’ + 1 that describe the effects of rotation, ellipticity and stwwe for two
modes, we now deal with a larger matrix with ra2i¢ + ¢’ + 1) that has four subblocks: the two
original matrices that are now the two self—coupling blotkg¢he upper left and lower right corner;
two cross-coupling blocks of dimensiof® + 1) x (2¢/ +1) and(2¢' + 1) x (2+1). As an example
of spheroidal—toroidal mode coupling, Figure 14 shows hantts rotation and ellipticity affect the
four coupling blocks in the splitting matrix for modgS, andyT5.

Earth’s structure can complicate the splitting matrix sabsally, which we show in a schematic
example for & = 2 mode coupling with & = 3 mode of the same type (i.e. either spheroidal or
toroidal). Figure 15 compares the structure of the spfjtiimatrix in the case of the self coupling of
an isolated/ = 2 mode and the upper right cross—coupling block with a 3 mode. According
to the selection rules, structure of certain symmetriescaffertain elements in the splitting matrix.
As already discussed, the effects from axisymmetric atrecére found down the diagonal, while
non—axisymmetric, even—degree structure affects offjetial elements (compare with Figure 11).

Depending or? and ¢’ of the coupling modes, some elements in the cross—couplotkd are now
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affected by structure of odd harmonic degree. An exampla obaerved splitting matrix is discussed
in the "observations” section.

We should mention that the coupling calculations presehézd were done with a code based on
the work of Jeff Park (Park and Gilbert, 1986). His methodsus&alerkin procedure that allows the
assessment of mode coupling in a dissipating Earth. To eetheccomputational burden the method
applies a trick. The exact representation of interactiom ootating Earth requires a matrix equation
that is quadratic in eigenfrequency Coriolis interaction terms are grouped in a matrix lineawi
This linear dependence is removed by replacingith a fixed fiducial frequency (reference frequency)
wo. Park’s numerical experiments showed that this approxénas adequate for modes above 1 mHz
as long as the relative frequency spread;/wy, is not large. Modes in a certain frequency band all
couple through various mechanisms. When modeling theddtien in a group of modes, all these
have to be taken into account simultaneously. The examplesupling mode pairs shown here are
only to illustrate how mode coupling works and where Park &iltbert's method is appropriate.
A treatment of coupling modes in a wider frequency band regmiore general procedures. Some
are discussed in the "observations” section but the intedeeader is also referred to the paper by

Woodhouse and Deuss (2007) in this volume.

3.3 Measuring Mode Observables

The most basic approach to extract mode observables fromsracgram is to calculate the spectrum
of a tapered seismogram. The finiteness of the underlying sienies prohibits a parameter estimation
with arbitrary precision, e.g. see Jenkins (1961) for alyemssessment of the Blackman and Tukey
(1958) approach. Modal decay rates, the vicinity of othedesoand the presence of noise necessi-
tates the application of spectral optimization proceduvbih involve the choice of a proper set of
time windows. Harris (1978) presents a comprehensive @&ren the use of windows in discrete
Fourier analysis. Based on this, Dahlen (1982) first pravidemal expressions for the variances and
covariances of free oscillation parameters when usingrariidata windows. He also showed that the
optimum or minimum-variance record length for measuriegfiencies and decay rates (to determine
Earth structure) using a Hanning taper is @-tycles but only 0.%)-cycles for measuring amplitudes
and phases (to determine the earthquake source). Park(29@rb) and Lindberg and Park (1987)
adapted and applied Thomson’s (1982) multi—taper teclenigwptimize the bias from ambient noise
and spectral leakage of decaying sinusoids in the freelatsoil spectrum. Though we have not used
this technique ourselves they found that their approachigies a much improved detector for modes
in a time series contaminated by white noise. Properly tagdree oscillation spectra is particularly

important for measuring attenuation rates which is disediss Masters and Gilbert (1983). Compli-
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cating direct spectral estimation is the fact that, evemaypi is not as trivial as it may appear to find
continuous undisturbed seismic records that stretch owvee than a week or so. A proper analysis of
Earth’s breathing modgS, requires records of more than two and half months! A somewdisairb-
ing fact is also that some continuous records that wereablailat the IRIS data management center
(DMC) or other DMCs less than 10 years ago now have data gaps$oddata storage failures. It is
therefore essential to understand how data gaps causéadtistortions in a complex spectrum.
The best way to address this is by comparing a real data speetith a synthetic one that uses the
same windowing and data gap structure, provided the souechanism is known.

An obvious approach to assess Earth’s 1D and 3D structuceneasure the apparent frequency
of a certain mode for many stations and many earthquake$ &athesepeak shift data can be
plotted at the two poles of its source—receiver great cikdle make use of Backus’ (1964) discovery

that such data represent the great—circle integrals oviarcsuspherical harmonics
PL0)Y/(0,8) = - § V!0, 6)dA (10)
T
C

where (©, ®) is the positive pole of the source—receiver great cir€leand P;(0) is a Legendre
polynomial. This representation can be used for peak shtt ds long as the structural wavelength
along the great circle is much longer than the modal wavéteiprdan, 1978). Thus we can extract
the effects of Earth structure on a particular mode in anrgiga for the structure coefficients of a
splitting function (see Equations 9). Examples of using technique are the work of Masters et al.
(1982) who found evidence for subducting slabs in the ttEmszone and Romanowicz’s et al. (1987)
discussion of the degree—two pattern of structure in theupgantle. In principle, the] term in the
splitting function gives the degenerate mode frequencyréctice, an unbiased estimationdfre-
quires a large dataset of peak shift measurements. Moréeeffiools to measure degenerate mode
frequencies are based on mode stripping which is laid olieméext section. Peak shift measurements
to extract effects of 3D structure are also only possiblepeca with high signal levels which is
typically the case only for fundamental modes. For other esothis technique has been superseded
by the regionalized stripping technique. The use of theedkfit methods is summarized in Figure 16
that includes only methods that we have used ourselvesr @inods include the time lapse spectra
approach used by Dratler et al. (1971) to measure attemuedtes of high-Q overtone modes. This
method was also used by Roult (1974) and Jobert and Roul6)E9W others to determine attenua-
tion rates for fundamental spheroidal and toroidal modesthe first few overtones. In this method,
a sliding window of several hours (e.g. 6h) is moved over &timries. An attenuation rate is then fit
to the collected amplitude values of a certain mode in adsgsiares procedure. Our own (limited)

experiments have shown that this technique gives accusétaates as long as the spectral peaks are
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large and the frequency picked for the estimation is clogbambserved peak shift frequency. Oth-
erwise, oscillating amplitudes hamper the least—squattésyfiprocedure. For a discussion on mode
attenuation rates, the interested reader is referred tpdaper by Romanowicz and Mitchell (2007)
in this volume. Roult and colleagues made use of the timabbxifiltering (TVF) technique to ex-
tract individual mode branches from a seismogram prior tyesis. The TVF technique is laid out
in the surface wave section. Romanowicz and Roult (1986)vetidn a later intriguing study that
information on lateral heterogeneity can be obtained freaords of a single station by modeling the

fluctuations of frequency shifts along a mode branch, fdediht earthquakes.

3.3.1 Multiplet Stripping and Degenerate Mode Frequencies

In the multiplet stripping procedure, we “strip” an overgoffom a “stack” of spectra. This process
requires a large set of recordings from different statiorsevents. The average location of a multiplet
coincides with the multiplet degenerate frequency as lahgha set of seismograms samples the
globe evenly (condition 1) and as long as the distributiosinglets within a multiplet is relatively
even (condition 2). Spectral stacking using a phase e@@liz procedure to extract free oscillation
parameters was first used by Mendiguren (1973). Mode or ptedtistripping” was first introduced in
the seminal paper of Gilbert and Dziewonski (1975) who ussedidigitized WWSSN recordings of
the 1970 Colombian event and the August 15, 1963 Peru—Ravnt. The set of mode frequencies
they obtained constituted the bulk information in the caredton of spherical Earth models 1066A
and PREM (Dziewonski and Anderson, 1981).

In the multiplet stripping approach, we measure mode degené&equencies by linearly estimat-
ing multiplet resonance functions. In a second non-lineggy a complex synthetic resonance function
is fit to the estimated resonance function to obtain the magiEncy and attenuation rate. With given
starting models for the 1D Earth and the earthquake soureegdceleration spectrum at thih sta-
tion, u;(w), can be computed as a weighted sum of multiplet resonanctidoscy, (w) (see equation
4)

uj(w) = Ajkck(w). (11)

Within narrow frequency bands the multiplet excitatioh,can be considered constant and fre-
quency independent. Multiplet stripping consists in eating the “strips”é;(w) = A;kluj(w) in a
least squares sense, given observed speg(ta) and given the predicted multiplet excitatioAsy,.

By applying multiplet stripping to large sets of seismogsane can isolate individual multiplets
even at frequencies where the spectrum of modes is denseapednio the line width. Figures 17

and 18 show the result of multiplet stripping for the two gplidal mode branchesS, and 93.5;.



16 Laske & Widmer—Schnidrig

The frequency band covered by the strips is 0.5 mHz and ¢t many as 200 toroidal and 300
spheroidal modes. Nevertheless, the good sampling of e girovided by 12000 seismograms of
260 different events allows us to separate one mode fromttierobased solely on the shape of its
eigenfunction and its excitation. The along branch coesist such as exhibited by the mode group

23539 — 23544 IS @ strong indication of the success of the method.

With the same large dataset we have tried to extract thel nadides,, Sp which consist of only
one singlet and hence cannot get split by aspherical steucliney are of particular interest because
of their high sensitivity to density structure and to stuetof the inner core. Figure 19 shows the
multiplet strips that we obtain for modegS, at 9 mHz throughs Sy at 19.8 mHz. While for the two
branches shown in Figures 17 and 18 the prediction of MEMQ@@:{té and Lesage, 1992) are in good
agreement with the stripping results. The dataset usedéocanstruction of MEMOO (Mean Earth
MOdel) consisted of 617 mode degenerate frequencies inetiedpoband 185 — 3230 s and included
198 toroidal, 10 radial and 409 spheroidal modes from Mastad Widmer (1995). Neither PREM
nor MEMOO provides a satisfactory fit to our radial mode obsgons. Whether this discrepancy
requires new structure in the inner core or whether it is dusotpling with nearby high-Q modes is

still an open question.

As stated above, one of the conditions for unbiased resulis even data coverage. In the long—
wavelength limit of Jordan (1978), the sampling of the glohr be quantified by the density of great
circle poles. A scheme to optimize the selection of high &iigo-noise spectra that provide best pos-
sible sampling could minimize a possible bias. Unfortulyarge—size earthquakes and high quality
stations are very unevenly distributed. These issues hese &ddressed with regionalized multiplet
stripping by Widmer—Schnidrig (2002), where regular nplét stripping is carried out for subsets of
seismograms which sample only a particular great circlelé@\here is no substitute for missing data,
regionalized multiplet stripping has at least allowed usniaimize the bias from long wavelength
structure. To—date, about 30 years of high—quality digiggmic data enable us to successfully isolate
individual modes to frequencies as high as 20 mHz. Howevsy, the regionalized multiplet strip-
ping results presented by Widmer—Schnidrig (2002), whtolp &t 12 mHz, are largely free of bias
from 3-D structure because the data were selected and wdighspecifically minimize this bias. The
multiplet strips presented here maximize the signal-tsenoatio at the expense of some geographic

bias (i.e. some source—receiver great circles may domihateoverage).

Condition 2 at the beginning of this section addresses fmiltal cases when one or more sin-
glets are located far away from their neighbors. Isolatedlsts with low spectral amplitudes are
likely missed and omitted from the stripping. Examples avemaalously split inner—core sensitive

modes such ag; S, for which them = 0 singlet lies anomalously far away from the mode’s degener-
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ate frequency (see Figure 10). Multiplet stripping for saahode can produce strips with two peaks:
a large peak near the four singlets = +1,2 and a small peak near the = 0 singlet. Estimating
the multiplet frequency by fitting only a single resonancection to the large peak produces a biased
degenerate frequency estimate. A still elusive modgSisfor which no reliable observations of the
m = 0 line exist, not even after the Sumatra—Andaman event. Témorefor this is not fully under-
stood but possible causes include weak excitation, pecaialastic structure and coupling to other
modes. Fortunately, the splitting of many lofvmodes can be resolved fully so that its degenerate fre-
guency can be estimated using other technigues. Forthiglertones, which are analyzed exclusively
with the multiplet stripping technique, this kind of extrersinglet distribution does not appear to be a

problem.

3.3.2 Singlet and Receiver Stripping

Historically, singlet stripping was the first method to @issa multiplet into its singlets (Buland, et al,
1979). While it is a robust technique, it has been supersbgdbe AR receiver stripping technique
(Masters et al., 2000a). This is because the latter makesatssimptions about the shape of Earth’s
heterogeneity and also needs no accurate earthquake soodet Singlet stripping assumes that the
dominant structure leading to splitting is axisymmetritthis case, the splitting matrid (equation

6) remains diagonal. For the vertical component, one difiglguency is then associated with a single
Y,", as on the spherically symmetric Earth. The spectrum of aiphetl with angular ordef at the;jth

station,u;(w), can then be written as a weighted sum of singlet resonamagidasc,, (w),
uj(w) = Ajmem(w) with —4<m</{ (12)

where the singlet excitations);,,, have been computed based on Equation 4. Equation 12 is an
overdetermined system that can be solved forsthglet strips, ¢, (w) = A;n{buj (w). This procedure
typically includes the records of many earthquakes.

In the receiver stripping approach, we treat each earthlguadividually. Using equations 4 and
5 we "collapse” the set of spectra into a se2éf+ 1 receiver strips, for each earthquake and each

mode:
b(t) = R7! - u(t) = expli(H + I)t] - a(0). (13)

We actually work in the frequency domain using spectra oftitegrtapered records in a small
frequency band about a multiplet of interest. Examples aued in Figure 20. The spectral lines in
these diagrams are proportional to the spectra of individimglets, if axisymmetric structure dom-
inates the splitting matrix. ModesS; and3S; are so close together in frequency that their receiver

strips overlap. A joint analysis prevents bias introducé@mignoring one of the modes.
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3.3.3 Retrieving the Splitting Matrix with the Matrix Ausgrressive Technique

Figure 21 shows typical examples of spectra for inner-censiive modgsS> and the steps involved
going from seismograms (or spectra) to retrieve Earthisrivatl structure. We use the autoregressive
nature of the receiver strips to make our analysis technigug¢he splitting matrix independent of
earthquake location and source mechanism. The receivps statisfy a recurrence in time. Using

equation 13, we obtaih(¢) after the time incremenit:

b(t + 6t) = R~ u(t+dt)
= exp[i(H + 1) (t + dt)] - a(0)
= P(6t)b(t)
SO
b(t + dt) = P(ot)b(t) where P(0t) = expli 6t(H + Iw)] (14)

which describes the autoregressive naturie(of. Equation 14 has no term that depends on the seismic
source. An inverse problem is set up for the propagator m&riusing the strips of many events
simultaneously. The splitting matrid is determined fronP using the eigenvalue decomposition of
P (Masters et al., 2000a). The complex matkixwe retrieve in this process is non-Hermitian (no

symmetry) and includes elastic and anelastic structureus&eghe unique representation
H=E+A (15)

to decomposd into its elasticE = 1(H + H), and anelastic;A = 1(H — H”), components
where superscripl indicates Hermitian transpose. Bdhand A are Hermitian and are the matrices
for equation 6 (where the effects of rotation and ellipficre included irE). Examples of splitting
matrices retrieved with this technique are shown in Figdrendd in Figure 25 in the observed mode
coupling section. A discussion on retrieving Earth’s dgnfsom splitting functions that were obtained
using this method can be found in Masters et al. (2000b). AxtiGgiion to investigate the inner core

differential rotation is described in a later section.

3.3.4 Retrieving the Splitting Matrix with Iterative Spatt-itting

The first technique to retrieve all elements of the splittingtrix of an isolated multiplet was Itera-
tive Spectral Fitting (ISF) introduced by Ritzwoller et 1986, 1988) and Giardini et al. (1987). It
has been refined and applied in a number of studies, includiegal. (1991, 1991a), Widmer et al.
(1992), He and Tromp (1996) and Resovsky and Ritzwoller §LISF considers the Fourier trans-
form of Equations 4 - 6. In this coupled set of equations /thel real and/(¢ + 1) complex structure

coefficients:, are non-linearly related to the observed spegffa). The problem of finding the struc-
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ture coefficients from a set of observed spectra is then flatet as a non-linear parameter estimation
problem. Figure 22 shows an example of how ISF allows detailedeling of a split mode spectrum.
The prediction from a model including only Earth’s rotatiemd hydrostatic ellipticity provides a poor
fit to the observed spectrum. If ISF is implemented with allsearch algorithm, this prediction can
serve as starting solution. Spectral fitting is then itetaed converges to a new solution that fits the
observation much better. The splitting of the mode showe, &k, reflects lower mantl&s hetero-
geneity. A crucial aspect of ISF is the need of a source mantiat the vector of singlet excitations
a(0) in Equation 5 can be computed. Matters are further complitat local rather than the com-
putationally more expensive global algorithms are usecetwch for the set of best—fitting structure
coefficients. Nevertheless, for well excited multiplets\vdich records from many events can be used
simultaneously it was possible with the data coverage of 889s to obtain robust estimates of degree
s = 2 and perhaps also= 4 structure coefficients.

ISF was also applied to higf) low order modes up to 9 mHz (Widmer et al., 1992). These modes
sample the outer and inner core and many of them are anorhakpli. The large majority of other
modes attenuates so rapidly that the spectra are domingtdte brelatively sparse class of high-
modes, if the first 6 - 8 hours of data after an earthquake apadied. The set of structure coefficients
of these highg) modes analyzed by Widmer et al. (1992) with both ISF and etrgitipping were used
primarily by Tromp (1993) to corroborate the hypothesis @dr@ini et al. (1987) that axisymmetric
inner core anisotropy can explain the anomalous splittihgnmmer core sensitive modes. The most
comprehensive set of structure coefficients based on ISFEwapiled by Resovsky and Ritzwoller
(1998). Restricting their analysis to modes below 3 mHzy thigtained 3100 structure coefficients
for 90 multiplets. These authors also generalized the 18Equiure to coupled modes and obtained,
for the first time, constraints on odd—degree structuregusormal modes (Resovsky and Ritzwoller,
1995).

3.3.5 Observed Mode Coupling

As mentioned above, we observe toroidal-mode energy olcakctomponents because Coriolis cou-
pling causes the formation of hybrid mode pairs in which medergy is exchanged between modes.
While this has been well observed for modes above 2 mHz, £tiah (2000) recently also observed
this for the gravest modes below 1 mHz (Figure 23). In grat@mspectra of the great 1998 Balleny
Island earthquake, they identified spectral lines at theidat mode frequencies @ffs throughyTs.

A correction of the LaCoste Romberg gravimeter ET-19 reatrstation BFO for local atmospheric
pressure variations (Zurn and Widmer, 1995) helped raiseayilz above the noise floor, while the

spectrum of the superconducting gravimeter GWR-C026 &bstd9 near Strasbourg also may have
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shown this peak. After the Sumatra event, Hu et al. (2006¢miesl the gravest toroidal mogdés;
and overtonesT, and; T3 in gravimeter spectra. Using the method of Park and Gild&86), Zirn
et al., (2000) compared the effects of rotation, hydroseltipticity and aspherical Earth structure on
coupled—modes synthetic spectra. They identified Cortaigoling as the most effective mechanism

responsible for toroidal mode energy to appear in the \@rtiomponent spectra.

Above we have described how the coupling of modes can leadregaency shift of the entire
multiplet. An example is the Coriolis coupling between gpidal and toroidal fundamental modes.
The observation of Coriolis coupling is well documented fiamdamental modes between 2 and 4
mHz (Masters et al., 1983; Smith and Masters, 1989) and wadl rihat it is particularly strong for
the two pairs)S11 — o712 andgS1g9 — ¢Tog. Figure 24 shows this mode coupling in an analysis where
we applied the multiplet stripping technique. In genettad, ¢ffect of multiplet-multiplet coupling on
the degenerate frequency cannot be corrected for usintgtttisique, except for the case shown here
(e.g. Smith and Masters, 1989). For multiplet-multipletigiing caused by aspherical structure it has
to be assumed that the induced shift of the degenerate fieguan be treated as a source of random
noise. This may be justified as the frequency separationegméarest coupling partners is different
for every multiplet so the cross—branch coupling is différeor every multiplet. For along—branch
coupling systematic effects may be significant, since teguency separation for modes belonging to

the same branch is nearly the same.

Coupling through Earth’s structure manifests itself in thess—coupling blocks of the splitting
matrix. We have recently started to apply the matrix AR tégia to coupled modes and an example
for weakly coupled modesS; and 1S, is shown in Figure 25. Since the selection rules state that
¢+ 0" + s must be even, these two modes couple through structure diamdonic degree. Coupling
through Earth’s structure makes the splitting matrix quitenplex and the cross—coupling blocks
we determine with our technique may yet be too noisy to ekwwdd degree structure. This should
be improved in the future by including more earthquakes edhalysis. Resovsky and Ritzwoller
(1995) successfully determined odd—degree structureiechjph the cross—coupling blocks by using
the iterative spectral fitting method. In the example shoetehonly a mode pair was considered and
Resovsky and Ritzwoller (1995) considered relatively $rgajups of modes below 3 mHz. Deuss
and Woodhouse (2001) showed that wide—band coupling carfisantly alter the shape of spectral
lines though it is not immediately clear if this effect ismificant with respect to measurement errors

of mode observables.

Since the coupling strength scales with the inverse of gmuiency separation of coupling modes,
splitting matrices above 3 mHz become so large that theiomosition turns into a numerically

formidable task. Several different strategies have beggesied to reduce the computational burden.
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Lognonné and Romanowicz (1990) and Lognonné (1991)dntted the efficient spectral method
to compute coupled modes and seismograms for an anelastngoEarth. More recently, Millot—
Langet et al. (2003) used 3rd order perturbation theory loutate coupled—mode synthetics on an
anelastic 3D Earth. Deuss and Woodhouse (2004) introdugedthod that is similar to subspace
projection methods but can be iterated several times to kietp represent the exact solution. They
found that only one iteration usually brings the solutioffisiently close to the exact solution.
Alternatives to the approach based on mode summation ofifpgoa@ches include the direct so-
lution method DSM (Geller and Takeuchi, 1995) for which aplagation to 3D heterogeneity can
be found in Takeuchi et al. (2000). The spectral element ate(SEM) of Komatitsch and Vilotte
(1998) also has been shown to provide an efficient tool toystuale propagation, diffraction and
body—wave conversion in a 3D Earth. Applications of thishmodtcan be found in Komatitsch and
Tromp (2002), Komatitsch et al. (2002), Capdeville et aDQ@) and Chaljub and Valette (2004).
Gilbert (2001) suggested that a Vandermonde matrix arsatiws the independent determination
of earthquake mechanisms and Earth structure. The methocdkdws the analysis of "latent” modes
that are not observed but coupled to observed modes (e.geawdth extremely little energy density
near the surface). For a detailed discussion of numerictiiods the reader is referred to the paper by

Tromp (2007) in this volume.

3.4 Example of a Mode Application: Inner Core Rotation

Differential rotation of the inner core (IC) has been inéetby several body-wave studies with most
agreeing that a superrotation may exist with a rate betweghahd 3 per year (e.g Song and
Richards, 1996; Creager, 2000). The wide range of inferctgtion rates is caused by the sensi-
tivity of such studies to local complexities in structureigfhhave been demonstrated to exist. Free
oscillations, on the other hand, are natural low—passdilbéi3D structure, so that long—wavelength
phenomena, such as IC rotation, are prime study targets.dsllations "see” the Earth as a whole,
so the observation of how a free oscillation splitting pattehanges with time and any inference on
IC rotation is not biased by effects of localized structutess also not necessary to know the physical
cause of the patterns (anisotropy or heterogeneity). All ileeds to be observed is if and how they
change with time. Free-oscillation splitting function® dherefore better candidates for estimating
differential I1C rotation accurately. The most obvious a@mh to do this analysis is to compare split-
ting functions obtained with earlier earthquakes to thdstained with recent events. A problem with
this approach is that the sparsity of early data does nawvalkto construct early splitting functions
with the required accuracy. Sharrock and Woodhouse (19@8¢fore studied the time dependence of

the fit of splitting functions to spectra of earthquakes dirae for some inner core—sensitive modes.
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Their estimates of a westward rotation of the inner core végipect to the mantle appear to be incon-
sistent with the results from body wave studies. We prefeistour autoregressive technique for this

analysis.

In a hypothesis test, we seek the optimal inner core rotatitenthat matches our splitting func-
tions for recent earthquakes with receiver strips over ti@wr initial finding was that the IC rotation
is essentially zero over the last 20 yedr9{+0.21, Laske and Masters, 1999). A complication in this
analysis —that also plays a role in many body wave studiethtaisnner core—sensitive modes are also
very sensitive to mantle structure. Prior to applying theuased IC rotation rate in the test, we there-
fore have to correct for the contributions from the hetenageis mantle. In a detailed and updated
analysis (Laske and Masters, 2003), we applied mantle d@res using a variety of published man-
tle models (Figure 26). Our preferred model is SB10L18 (Misset al., 2000), a 10—degree equal area
block model that was derived simultaneously for shear Wi@nd bulk sound speed = /x/p,
and our mode data were included in the inversions. The ntgjofimodels in the literature are shear
velocity models that were derived using only shear semsitiodes (e.g. SAW24B16 by Mégnin and
Romanowicz, 2000) or using established scaling relatipniir Vp and p (or ignoring sensitivity
to the latter entirely) to include spheroidal modes (e.dJFSES by Ritsema and van Heijst, 2000).
Our comparison also includes our older model S16B30 (Msgkeal, 1996) that was the result of a
direct matrix inversion for a model described by spheri@hfonics. As can be seen from Figure 26,
inferred rotation rates vary with different mantle models imost results lie within our error bars for
SB10L18. Our current best estimate is a barely significapesotation of 0.130.11°/yr, which is
still consistent with the idea that the inner core is grdigtally locked to the mantle. Our value is
consistent with many body wave results (e.g. Creager, 18381)) though the discrepancy to the more

recent estimate of 0.3-C4r by (e.g. Zhang et al., 2005) is marginal but still sigrafit.

There are limitations to this type of analysis and not alkiritore sensitive modes can be utilized.
For example, although = 1 modes (e.gsS;, 13S1) are quite sensitive to inner core structure, they
can constrain inner core rotation only poorly because thatletecorrected splitting functions are
dominated by a large zonal (axisymmetric) component. Adsdar, we have ignored mode coupling
in our analysis. Some inner—core sensitive modes significamerlap in frequency with other modes
of high angular ordef thereby hampering an analysis using the receiver strip odethor example,
with a degenerate frequency in PREM (Dziewonski and Andger$e81) of 1.242mHz, modgS; is
very sensitive to inner core shear velocity but overlaphwit;, ¢S; and;T; which couple through
Earth’s 3D structure. For a given mode pgi/o T, we need at leagtx (¢ +-¢+1) high—quality records
to construct receiver strips. This many records are oftdramailable for earlier earthquakes. Many

¢ = 2 modes that are very sensitive to inner core structure avegitr coupled to radial modes. We can
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analyze such mode pairs with our AR technique but the innes matation hypothesis test becomes
more cumbersome and was not done in our 2003 study. We nbéitetode 3S,, which couples with
55, and modgS;, which couples with S, systematically suggest a westward IC rotation, regasdles
of the mantle model chosen for the corrections. The anabfsjS,, whose coupling properties with
neighboring modes is quite complex (see also Zirn et alQR&lso gives westward rotation rates.
ModeyS; is difficult to observe and errors are quite large. When ridhtathese modes into account,
we obtain an eastward IC rotation rate0o34 + 0.13°/yr. This marginally agrees with the estimate of
(Zhang et al., 2005).

A caveat when analyzing modes using the isolated—mode @$umis that only even degree
structure can be determined. It is known from body wave stuthiat the heterogeneity at the top of
the inner core has a strong= 1 signal that is roughly divided into a western and an eastemih
sphere (Tanaka and Hamaguchi, 1997; Creager, 2000). Théhédsolated modes are insensitive
to such structure does not invalidate our IC rotation respitovided the inner core rotates as a rigid
body. Structure of uneven harmonic degree can potentialygbermined by analyzing coupled modes
but the coupling effects for the modes considered here lierateak. Core structure and inner core

differential rotation is discussed by Souriau (2007) is ¥olume.

3.5 Example of a Mode Application: Earth’s Hum

It took as long as 38 years after the first observation of théhEdree oscillations of the 1960 Great
Chilean earthquake before convincing evidence was fousictiie Earth’s normal modes never cease
to vibrate but instead remain excited at a low but constaml I€Suda et al., 1998; Tanimoto et al.,
1998; Ekstrom, 2001). This normal mode background signabiv often termed Earth’s “hum”. Early
on, Benioff et al. (1959) looked for modal signals in noisedm of LaCoste-Romberg gravimeters but
the sensitivity of these instruments (which at the time vogrerated with a mechanical feedback) was
too low by three orders of magnitude for a positive hum déeiactt was not until Nawa et al. (1998)
first inspected data from the superconducting gravimetSyatva (Antarctica) and subsequently from
seismic stations of the global network (Suda et al., 199&) ¢lridence for the incessant excitation of
seismic free oscillations was presented.

Fundamental spheroidal modgs, are observed to be permanently excited in the frequency band
2 - 7 mHz, with an RMS acceleration amplitude-ef ngal (= 10" m/s?) over a 10QHz bandwidth
(Figure 27). Additional characteristic hum features aréighssemiannual modulation of the ampli-
tude and a resonant enhancement near 3.7 mHz (Nishida 20@0, Ekstrom, 2001). At frequencies
below 2 mHz, vertical seismic noise is primarily of local twaetric origin and some of this noise can

be removed by regression with the locally recorded prestuceuations (Zirn and Widmer, 1995).
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However, this crude correction does not allow to remove fathe barometric noise, making a hum
detection below 2 mHz nearly impossible. At frequencies @aaHz the splitting of the fundamental
spheroidal modes due to heterogeneous upper mantle saustas wide as the frequency separation
between adjacent fundamental modes. Modes then overlagaaisé an overall rise of the noise base
level into which peaks disappear. Nishida et al. (2002) sbthat the vertical component seismic
noise consists of globe circling Rayleigh waves all the wayai20 mHz and it seems likely that the
same mechanism is responsible for the generation of Rémledye background noise as for the hum
at lower frequency. The detection of the hum is an instrualatitallenge because of its exceptionally
small amplitude. The self-noise of all instruments thatehaw far been able to detect the hum is at
or very near the amplitude of the hum itself. These includeestonducting gravimeters, LaCoste-
Romberg spring gravimeters, Streckeisen STS-1 and ST&1emeters. Widmer—Schnidrig (2002)
computed coherences for pairs of colocated sensors ane lfuth band obtained values not exceeding
0.5. The low signal-to-noise ratio necessitates much guggan time or array techniques to enhance

the hum signal.

The physical cause for the excitation of the hum remains sdratof a puzzle. Considering that
wave motion in the oceans is responsible for the marine m@isms at periods shorter thar2s
seconds and that below 2 mHz atmospheric phenomena dontireageismic noise, one can specu-
late that the signals in between are also generated by abmds@and/or hydrospheric processes. The
semiannual modulation supports this hypothesis, whileghenant enhancement near 3.7 mHz is ev-
idence for at least partial involvement of the atmospherg. @idmer and Zirn, 1992). The lack of
overtones in the hum favors near surface excitation andsplsaks for the atmosphere and/or hydro-
sphere excitation hypothesis. From the observation tltitidual mode excitations do not correlate
between pairs of stations Nishida and Kobayashi (1999) Hesssn the conclusion that the source of
the hum cannot be localized but must be of global origin: thgyothesize that pressure exerted on the
solid Earth by global atmospheric turbulence is respoaditt the hum excitation. This conclusion

however is not compelling because of the low sighal-to-enagio mentioned above.

Trying to elucidate the hum excitation mechanism, Rhie aoch&owicz (2004) used the BDSN
(Berkeley Digital Seismic Network) in California and theNet in Japan to estimate the back azimuth
of the Rayleigh wave background signal. They located humcgsun the north Pacific during north-
ern hemisphere winter and in the southern oceans during sumnsubsequent analysis of 5 years of
data from the GRSN (German Regional Seismic Network) in Gegnfound back azimuths consis-
tent with these source regions (Kurrle and Widmer—Schagid006). Figure 28 shows that the back
azimuths of Rayleigh waves at GRSN also have a very pronouseasonality. Prevalent winter back

azimuths around 30point toward the North Pacific while summer back azimuthsX#2and 120
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point to the southern Pacific and southern Indian ocean,ib@bcordance with Rhie and Romanow-
icz (2004). More recently Rhie and Romanowicz (2006) suaithieo winter storms off the west coast
of N-America during 4 seismically quiet, consecutive dasthe storms hit the coast, the amplitude
of both the marine microseisms and the low-frequency Ralyleiaves increased and both wave types
could be traced back to the same coastal segment where thesgii the shore.

While the generation of microseisms by ocean waves is weletstood, it is not entirely clear
how the band-limited storm—generated surf can be relatedragravity waves and the generation of
low-frequency Rayleigh waves. Infragravity wave generainvolves non-linear wave-wave interac-
tions on the shelf (e.g Galagher, 1971; Webb, 1998; Tanin2@05). Rhie and Romanowicz not only
observed hum excitations along the West coast of North Acaexinere the infragravity waves were
originally generated but also along the North Pacific rinerafihe waves apparently traveled there and
dissipated. The timing was found to be consistent with tlopagation speed e£200 m/s for infra-
gravity waves in the open ocean. Whether the processesdduokexplain the observations from two
large winter storms are representative for everyday hurtiagian remains to be seen. If infragravity
waves are capable of exciting the hum to observable leviels @ssing entire ocean basins, that may
explain why previous attempts at locating the source regafrthe hum produced only very diffuse

maps.

4 SURFACE WAVES
4.1 Standing Waves and Traveling Waves

Many papers document that there is no real boundary betweero$cillation and surface wave mea-
surements. For example, early free oscillation paperdibatiss great—circle surface wave dispersion
actually discuss free oscillation peak shifts (e.g. Routt Romanowicz, 1984). Studying long—period
surface waves, Souriau and Souriau (1983) found a platdustibn related degree 2 anomaly in the
transition zone that was similar to that of Masters et al8@)using their mode approach. In fact, sur-
face wave theory on the spherical Earth can be understoodigh-drequency approximation of mode
theory. As mentioned in the mode section, the motion of standaves on a sphere is expressed in
spherical harmonics. At epicentral distankgstanding waves along a source—receiver great circle are
described by zonal harmonics where the Legendre polynerfjétos A) are the relevant terms (Fig-
ure 29). In the high—frequency or highasymptotic expansion, this term is approximated by cosines
which are the relevant terms of traveling waves (e.g. Jord&im8; Aki and Richards, 1980, 2002;
Romanowicz and Roult, 1986):

2
mfsin A

)5 cos|( + %)A _M (16)

Py(cos A) ~ < 1
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Away from the poles, Jeans’ Formula (Jeans, 1923) givesghmaimate wavenumbet, of such

a cosine:
k= ({+1/2)/a whereais Earth’s radius (17)

Dahlen and Tromp (1998) describe the conversion from thelsig wave to the traveling wave

representation through the Watson transformation
Zf e+ 2/f k7 (cos k)~ dk (18)

where f is any functlon that is analytic near the réalaxis andC is a closed contour along the
positive realk—axis (see also box 9.7 in Aki and Richards, 2002; box 9.3 inafkl Richards, 1980).
This demonstrates how a sum over discrete modes (standivesvia expressed as an integral over
continuous wavenumber (traveling waves).

Approaching the problem from the other end, to observe ademdlation spectrum, the time
series has to include at least a pair of wave trains travetimgpposite directions as well as a third
wave train that circled the Earth, i.e. the time window hasdat least roughly 5h long (Figure 30; see
also Figure 3). The synthetic seismograms that Figure 3@ssdon were calculated for an epicentral
distance of nearly 90 In this case, the fundamental mode spectra are modulatbdisat often every
other mode has a significantly reduced amplitude thoughntibidulation also depends on the source.
For the examples shown here, we assume a double—couplespaige. A seismogram including only
one wave train carries no information on the finite body Edréimce we do not observe normal modes.
As soon as a major and a minor arc wave train are recorded, plitase modulation pattern emerges
that depends on the epicentral distance and the source nmigchdf two wave trains are recorded
that are separated by a complete great circle, modes canskevell though without this amplitude
modulation. This peculiar behavior becomes clear when weuds the representation of a surface
wave seismogram on the spherical Earth.

Away from the poles, surface waves traveling on the sphieiaeth can be expressed by
S / A —a(w )t z(wt k(w)z+(N-1)F +<I>5(w))dw (19)
o

whereA; is the source amplitude, exp{t) describes the attenuation along the péthis the source
phase and(wt — kz) describes the evolution of the phase along the travel patineBet al. (1961)
first described and experimentally verified that surfaceaesavaveling on a sphere experience/&
phase shift each time the wave passes a pole. This is acddontey the term(N — 1)7/2 where N

is the wave orbit number. The polar phase shift can be e)gddiy the fact that Equation 16 is a good
approximation only for distances less thes0° where theP;(cos A) are in phase with the cosines

(Figure 29). For distances30° < A < 360°, this representation lags by a quarter of a wavelength, or
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/2. Note that we ignore the scaling factor of Equation 16 in Fég20. Including this factor provides
a better amplitude

match for a wider distance range away front @it the factor is singular near the poles. From
a traveling wave perspective, the poles are locations dftcauwhere an approaching surface wave
from one direction is not defined (e.g. Schwab and Kauselbli9Wielandt, 1980; Romanowicz and
Roult, 1986). Using Equation 19 we can also understand havwwave trains that are separated by
a complete great circle interfere to form standing wave® ddntributions of the two wave trains to
the seismogram are largest (constructive interferench@nvthe phase difference between the two,
0V (w) = —2mak(w) + , is an integer multiple o2, i.e. £27. This results in Jeans’ Formula.

The surface wave analog to measuring mode frequency shiftie imeasurement of phase veloc-
ity, c(w) = w/k, which is achieved by measuring the phaBe- —kx. Two principal hurdles impede
a straight—forward analysis. The first hurdle has to do vhtlhnttme series in general. Surface wave
packets are non—stationary and the phase changes rapttlyrequency. It is therefore not practical
to extract accurate phase estimates using a simple peradogchnique. The second hurdle comes
from the fact that we use the approximation in Equation 18ckvis a high£ asymptotic. Wielandt
(1980) pointed out that, at a given frequency, Jeans’ faangives only an average wavenumber on a
sphere which changes with travel distance, so the phaseityeldso changes. The measured phase
velocity, which he termed "dynamic phase velocity” (Wialn1993), is the asymptotic one only at
distanceA=9(°, but slower at shorter distances and faster at longer ores’dynamic phase veloc-
ity” is attached to the wavefield (which includes the nonfami amplitude on a spherical Earth, see
Figure 29) and is not to be confused with the "structural phaocity” that we seek which, in the case
of a 1D Earth, is the asymptotic phase velocity. Wieland8@)%uggested to apply correction factors
for waves that do not cross a pole. He estimated that ignaticg factors can amount to errors of 1%
which is of the same order of magnitude as phase perturlsateunsed by structure. This consideration
is relevant only at extremely long periods beyond 300 s (25) where these factors become signif-
icant, given modern measurement errors. Schwab and Kal@ebly) provided graphs of correction
factors for Love waves for certain travel distances andchgagke source mechanisms. We prefer to
measure phase perturbations with respect to a referencel lopdletermining the transfer function
between an observed and a mode synthetic seismogram. Tglisiily reduces the variation of phase
with frequency (hurdle 1). It accounts for the polar phasé simd source phase automatically and
fully accounts for the approximation of Equation 16 (hurd)e A phase perturbatiod¥ (w) /¥ (w),

caused by lateral heterogeneity is then

A
W(w) 1 [dc(w) .
- Ao/co( d (20)

U (w) w)
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whereV (w) is the frequency—dependent phase accumulated along thehset travel pathA is the
travel distance, aneh(w) is the frequency—dependent reference phase velocity.tiequzD is correct
to first order in lateral heterogeneity. Pollitz (1994) céédted the second—order contribution which
arises from gradients perpendicular to the great circlb.fllitz concluded that the second—order
effect is insignificant in the determination of long—wavegéh structure up to harmonic degree 12
(anomalies of scale 1500 km and larger). Ignoring this doution may cause a bias in phase velocity
maps for structure significantly beyond harmonic degreeah6rhalies smaller than 1200 km) though
the impact of this on models obtained with large global dettagequires further investigation.

On a sphere, it is convenient to expand lateral heterogeimsierms of surface spherical harmon-

ics Y, (0, ¢) as function of geographic coordinat@sand¢, so thatic/c is

Se(w) =
=D D qWY"(0,9) (21)
W) I

where the:]" are complex coefficients ardh, is the maximum harmonic degree to which lateral phase
velocity variation (gphase velocity map is expanded. Note thaandm here describe structure while
the/ andm in the modes section describe a normal mode.

Considering the parameterization of Equation 21, it isreggng to plot the integral kernels in
Equation 20 to examine how phase perturbations depend eralldteterogeneity. In Figure 31 we
notice that sensitivity falls off with harmonic degree inusture though it is initially relatively high,
for short travel distances. The sensitivity to even degteeire decreases relative to odd harmonic
degrees, up to a travel distance of 188t the antipode of the source. Then sensitivity evens ot up
240 travel distance, which corresponds tg, he major arc wave train for an epicentral distance of
120°. After that, the relative sensitivity to odd harmonics $dikelow the sensitivity to even harmonic
degrees, until it is zero at 360when a wave train completed a great circle. Recall that vadenhan-
tioned in the mode section that waves lose sensitivity te-dddree structure as time goes on and that
equation 10 (Backus,1964) shows that a complete greaecntegral ovey;™s has no sensitivity to
odd—degree structure.

Phase velocity maps derived exclusively from great—culeli@a are equivalent to the mode splitting
functions in Equation 9, except that phase velocity mapsnaeasured at fixed frequenay, and
splitting functions at fixed wavenumbeék,(or £). From the cyclic relation for partial differentiation
(e.g. Riley et al., 2002),

) (). (&),
om k ok w Ow m N
wherem is a model parameter, we can derive a conversion factor leetwplitting functions and

phase velocity maps,
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(5_w) _u (@) (22)
w )k c ¢/
wherec = w/k andu = dw/0k are phase and group velocity (see next paragraph). An egampl
of this relationship is shown in Figure 32 where both mapsevaiatained by inverting our standing
and traveling wave observations. The patterns in the mapsed by lateral heterogeneity within the
Earth, are quite similar visually and the correlation betwéhe maps is above the 99% confidence
level (Laske and Masters, 1996). Small variations that amaarically barely significant may result
from differences in the datasets and inversion schemes W&edan therefore convince ourselves that
analyzing standing and traveling waves result in the sandeila®f even—degree Earth structure.
The phase velocity is the speed at which a certain point invidnge train travels, while a certain
point of the envelope (or the energy) travels with the groelpaity. Both together define the dispersion
of surface waves and a last comparison with modes is donelhéhe mode section, we introduced the
w — £ dispersion diagram (Figure 16) that shows mode frequemsesfunction of mode identifiers
n and¢. Using Jeans’ Formula (Equation 17), which is valid fors> n, this diagram implicitly
summarizes the dispersion of surface waves (Figure 33)nfest Rayleigh wave frequencies, we
observe normal dispersion with> u, or dc/dk < 0. An exception is the range below 2mHz, where
we observe anomalous dispersian,> ¢, or dc/dk > 0. In the range of low—frequency modes
below ¢ = 25, ¢/u increases untit is roughly 42% larger tham, then it decreases. At frequencies
above about 6 mHz;/u approaches 1 and variations in local peak shift can be celditectly to
phase velocity variations. Group and phase velocities felwaves are typically larger than those
for Rayleigh waves at the same frequency, except above ip&mHz when the Love wave group
velocity drops off significantly for oceanic structure (set section). Alsog/u starts to approach 1

at much lower frequencies than for Rayleigh waves.

4.2 The Measurement of Fundamental Mode Dispersion

For surface waves, dispersion is usually presented in émgy+-velocity (or period—velocity) dia-
grams (Figures 34 and 35). Before we elaborate on measute¢austmiques, we briefly summarize
some early observations of surface wave dispersion. Pipbak of the most well-known and sub-
sequently cited summaries of early observed dispersioresupr both group and phase velocities is
that of Oliver (1962). He published curves for both Love armylRigh wave fundamental modes and
the first two overtones, for oceanic and continental patlssiinmarized results in a wide frequency
range (1h-1s). At the time, overtone phase velocities neetbiargely unobserved. The summary was
mainly based on observations by Maurice Ewing and his group&O, then the Lamont Geological

Observatory, but the observation of Rayleigh wave dispargioes back to at least the 1930s (e.g.
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Carder, 1934 for oceanic paths, and Rodhrbach, 1932, Getgrdnd Richter, 1936 for continental
paths). Ewing and Press (1954, 1956) collected long—p&endeigh wave group velocities between
10 and 500s. They observed a significant difference in digmefor continental and oceanic paths at
periods shorter than roughly 75s and attributed dispessidonger periods to be influenced primarily
by structure in the mantle. Subsequently, surface wavesraids 75s and longer were called mantle
waves which is still used today (e.g. Ekstrom et al., 198#ing and Press remarked that the disper-
sion of oceanic paths is strongly influenced by the preseheewater layer (e.g. Ewing and Press,
1952, but also Berckhemer, 1956). It was observed that,@theetsteep dispersion at periods shorter
than 20s, oceanic Rayleigh wave packets are far more stebtmlt than continental Rayleigh waves.
The latter required long travel paths to resolve detailshandispersion curve. Short—period disper-
sion of the first "shear mode” (overtone) was first observedliyer and Ewing (1958), for paths
traversing the deep ocean after a nuclear explosion in 1&%&t 700km off the coast of Southern
California (Operation Wigwam). The wave trains appearegsually complicated but also gave seis-
mologists a chance to observe oceanic dispersion for théiirs at periods shorter than 15s. Oceanic
short—period overtone signals are usually hard to obsertelaseismic records due to the dominance
of swell-generated microseism noise. The Wigwam recomsits ralvealed, for the first time, the slow

Airy phase (waves with stationary group velocities; PeketD46) at around 7s for oceanic paths.

Love wave dispersion is usually more difficult to measurenttieat of Rayleigh waves because
the process involves the analysis of the typically noisigiizontal seismometer components. Also,
long—period Love waves have similar group velocities ovaide frequency band, especially in the
oceans (see Figure 35). This often makes Love waves to appése—like which hampered early
dispersion measurements before the computer era. Nelemghkove wave dispersion measurements
go back to at least the 1940s (e.g. Wilson, 1940). Figuresnd@43a give a summary of the expected
dispersion curves for fundamental mode Rayleigh and Lowewand their first five overtones. The
curves are shown for isotropic PREM and both continental @oghnic crust. At frequencies above
10mHz, variations in crustal structure have a significatetoton dispersion. Throughout a wide range
in frequency, Rayleigh wave fundamental mode group velamitrves are fairly isolated from over-
tones which allows easy dispersion measurement. This iaatase for overtones which overlap at
frequencies above 15 mHz. Sophisticated "tuning” techesguch as array stacking, are then nec-
essary to assess individual overtone dispersion (se@samti higher modes). Also note that the first
overtone branch overlaps with the Love wave fundamentalenbwanch between 10 and 30 mHz, for
oceanic paths. Ignoring possible interference effects lmay to biased Love wave dispersion data,

which is revisited in a later section.

For Rayleigh waves, we observe two Airy phases for which gnmlocity does not change much
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with frequency (Figures 34 and 35). One is near 4mHz, therathe is near 20mHz. Between 4 and
20mHz, the group velocity dispersion is inverse. The cémalifu/dk < 0 implies that modes with
higher ¢, hence higher frequency, are faster than modes with Iéweompare also with Figure 33).
This can be seen in the low—pass filtered seismogram of FRyuBelow 4mHz and above 20mHz,
we observe regular dispersion withy/dk > 0 (low ¢ modes are faster). This can be seen in Figure
36 that shows Rayleigh wave seismograms between 20 and 50nafizoceanic setting. This figure
also emphasizes that modern ocean bottom seismic insttatizenallows us to observe long—period
surface waves on the ocean floor to an unprecedented sigeal l=pending on crustal structure, a
third Airy phase may be observed for Rayleigh waves near 50rRHr Love waves, group velocities
are very similar over a large range in frequency. In oceagtitngs in particular, the dispersion is very

weak between 4 and 20 mHz, so that Love wave trains usuallyaappite pulse like.

First attempts to take a general regionalization of surfaaee dispersion beyond a distinction
between continents and oceans go back to Toksdz and Amdgr866) who decomposed composite—
path great—circle data into those mfire—path oceanic, shield and mountain—tectonic regions. They
analyzed records of the great "Good Friday” 1964 Alaskalitprake (Mar 28, 1964) at stations Is-
abella, California (later station ISA of the TerraScopewrk), Kipapa, Hawaii (later station KIP
of the IDA, GSN and GEOSCOPE networks) and Stuttgart, Geynflater station STU of the GE-
OFON network). Kanamori (1970) analyzed many more recofdki® event (M=8.5 as reported by
Kanamori), another great earthquake in the Kuril Islandgiéte(Oct 13, 1963; M=8.3) and a sup-
plement of earlier published data. Apart from phase andmvelocity, he also measured great—circle
attenuation but did not interpret the latter further. Daieski (1970) analyzed phase and group ve-
locity for the Aug 15, 1963 Peru earthquake (the same eaategthat provided mode data for Earth
model 1066A by Gilbert and Dziewonski, 1975) though phadecities were derived from mode ob-
servations. This paper also showed, for the first time, tlatdacircling measured phase and group
velocities are mutually consistent. Knopoff (1972) firstyaded a more detailed discussion of surface

wave dispersion in different tectonic regions.

Early measurements of surface wave dispersion was exteéadegtjuencies much below 4 mHz,
e.g. the analysis of Ewing and Press (1956) extended to 2 mHzheat of Toksdz and Anderson
(1966) extended even to 1.5 mHz. At such long periods, Osrimupling between Rayleigh and
Love waves becomes considerable (see Figure 13). Backag)(ti&scussed the effects of a rotating
Earth on the propagation path of very long—period surfaceesiaWhile Love wave paths remain
largely unaffected, Rayleigh wave great—circle pathsgse@bout Earth’s axis of rotation, effectively
lengthening the travel path. Dispersion estimation thatia® the direct great—circle path are then

biased. While early measurements were not precise enoughigoeffect to be significant, modern
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observations probably need to be corrected for this effgtth depends on Earth’s 1D structure much

like the spheroidal-toroidal mode coupling does.

4.2.1 Group Velocity

In the pre—computer era, surface wave group velocity wassumed using the peak—and-trough
method (e.g. Ewing and Press, 1954; Ewing et al., 1957). lapeprecord, each peak, trough and
zero was numbered and plotted against recorded time. Tpe efdhis curve gives the period as func-
tion of travel time, from which the group velocity can be cartggl. This technique can be applied on
well—dispersed signals but fails near Airy phases and fasthove waves because the waveforms are
compressed. Even for the well-dispersed case, measuremerg are rarely better than 0.2km/s, or
about 6.5%. Since the late 1960s, when computers and thedaser transform by Cooley and Tukey
(1965) facilitated quick and comprehensive harmonic a®ygroup velocity has been measured in
the time—frequency domain. The most basic approach is thwitig window analysis” (Landisman
etal., 1969). A sliding window is applied to a time series #ralspectrum for each increment is tabu-
lated in a time—frequency matrix, often called a Gabor matfter Hungarian physicist Dennis Gabor
(Gabor, 1947). Such a diagram is also called energy diagndrar( amplitude squared is plotted) or,
when the travel time is converted to velocity, a vespagragure 37 shows the Gabor matrix for the
1992 Flores Island Region record at station SSB (see Figuiieh2 group velocity is then determined
by tracing the ridge with the highest amplitudes in the twmahsional plot. This approach has seen
wide use in a number of applications that deal with non-estatiy signals and is still used today, e.g.
in the study of ocean swell generated signal in the microseisnd (between 20 and 4s) that is caused
by approaching large storm systems (e.g. Bromirski and Belgier, 2002).

When measuring dispersion, one has to be aware of the rigsolimits in the Gabor matrix im-
posed by the Schwarz inequality (Gabor, 1947), where thélesh&requency separation f, and the
length of the sliding window]", must satisfyA f - T' > 1. For example, if the moving window is 1000s
long, the frequency resolution is not better than 1mHz. Tmiokthe same relative resolutiahf / f
in the Gabor matrix, the sliding window can be made propogido the period investigated where
the window is usually 4 to 8 times the period. Since this énthie separate calculation of a certain
harmonic coefficient for each element in the Gabor matriis Was sometimes prohibitively ineffi-
cient in the early days of computing. A quicker method is thdtiple filtering technique (described
in Dziewonski et al., 1969) that starts with the spectrum obmplete time series. A Gaussian filter
is centered on a certain target frequency. The analyticakigvhich is the envelope function of the

corresponding time series, is then determined for thisuieaqy using the spectrum for positive fre-
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guencies only. Instead of just one element in the Gabor mate envelope function now composes

a whole column.

Measuring group velocity requires either interactive pigkor a sophisticated routine that recog-
nizes which ridge to pick. A widely used application in remab studies is the FTAN (frequency time
analysis) package by Levshin et al., (1972) (see also Lewshal., 1989). FTAN is similar to ear-
lier multiple filtering methods except that FTAN uses an éfit folding algorithm to determine the
complex time—frequency array from which the Gabor matriggsmated. This allows the extraction
of phase velocity as well. Signal enhancement in the Gabdrixxean also be achieved by the loga-
rithmic stacking of several events in the period—group cijadomain (Shapiro et al., 1997). Modern
techniques allow us to measure group velocity with an etrat iis usually much less that 0.1 km/s,
or about 3.2%. The measurement of group velocity is advaoiagjover that of phase because many
phase measurement applications require the knowledge sbtlirce process (see equation 19). Group
velocity observations are largely unaffected by sourcegsses which makes this approach very at-
tractive in regional studies where earthquakes are tyisatall. For events deeper than about 25 km,
the source may affect group travel times at long periods meyd®d0s though the bias is usually not

significant, i.e. smaller than the measurement error (Lavsthal., 1999).

Group velocities picked from the Gabor matrix can be biaasdirst discussed by Dziewonski et
al. (1972). As seen in Figure 30, the spectral amplitudehifitst wave train increases with frequency.
In this case, group velocity estimates from periodogranesbésed toward high—frequency values.
Changes in the spectral amplitude may be particularly largen dispersion is strong, which is the
case for frequencies below 4 mHz. A similar bias occurs wherse velocities are estimated from the
phase of the complex analysis of the Gabor matrix. Dziewiogisil. (1972) suggested to deconvolve
the time series with a synthetic seismogram before meastiim much less pronounced "residual
dispersion”. There have also been developments to imptowartultiple filtering technique itself.
Wielandt and Schenk (1983) provided a formalism to correetliias in phase—velocity estimates to
within 0.1%. A more recent reference is that of Shapiro amgyl${1999) who suggest to use a centroid
frequency of the filtered spectrum rather than the centguipcy of the Gaussian filter to tabulate

the Gabor matrix.

At short periods between 15 and 5 s, the study of microseisimige has recently experienced
great interest among investigators. Though such studeeg@ite band—limited, they may provide
valuable dispersion data where inadequate earthquakgbdigin does not allow an analysis oth-
erwise. Microseisms are generated by the interaction cro@svell with the coast. The resulting
Rayleigh waves which are generated continuously but imewitly can be observed in continental

interiors. With the aid of a network, the dispersion of sudbroseisms can be extracted to constrain
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local crustal structure (e.g. Sabra et al., 2005; Shapimal.eR005). In essence, a cross—correlation
technique is applied to station pairs in an array to extragpigcal Green’s Functions (e.g. Shapiro
and Campillo, 2004; Sabra et al., 2005a). A preconditiorhisf inethod to yield unbiased dispersion
data is that the microseisms have to approach the array flatimections which may not be the case.
For example, Schulte—Pelkum et al. (2004) found prefaaknirections of approach at the ANZA
network in Southern California and strong directivity wasoafound in Europe (Essen et al., 2003).

Clearly, the technique is still in its infancy but deliver®mising initial results.

4.2.2 Phase Velocity

Unlike group travel times, the phase explicitly includesoarse term (see Equation 19). Measuring
phase between a source and receiver therefore requiremtcémowledge of the seismic source.
The measurement of phase velocities without spectral sisakyquires the comparison of at least two
waveforms, e.g. from seismograms of neighboring statibas form a great circle with the source
(two—station method, e.g. Brune and Dorman, 1963). Usingeastation approach, Nafe and Brune
(1960) first measured complete great-circle phase veldoityhe 15 Aug 1960 Assam earthquake
at station PAS (Pasadena, California) with errors less fi%an Ten years later, the observation of
phase velocity on a global scale was still in its infancy wHemamori (1970) reported surface wave
great-circle phase velocity observations, while otheefgrred to derive phase velocities from mode
observations (Dziewonski, 1970; Dziewonski and Landisni&d0).

The phase of a surface wave packet changes very rapidly witluéncy and it@ r—ambiguity
almost never allows us to measure phase between sourcecaigralirectly from a single waveform.
Early works suggested that in the two—station approachepbasmated from a cross correlogram
of the two seismograms yields more stable estimates than froases differences (Landisman et
al., 1969). Before we elaborate on our own measurement itpahiron the global scale, we briefly
review advances in regional studies. For dense arrays whergation spacing is on the order of the
signal wavelength, individual peaks or troughs can be V@l across the array and phase velocities
can be measured as function of period. Some of the earliebt m@asurements of phase velocity,
for periods less than 1s, can be found in the oil exploratimmdture (e.g. Dobrin et a., 1951). For
crustal or mantle studies, seismic arrays are typicallysgpdPress (1956, 1957) used the triangulation
or tripartite method to determine crustal structure in foatia from average phase velocities but
the use of the method goes back further (e.g. Evernden, 1®53l) and was also used to retrace
hurricane tracks with seismic data (e.g. Donn and Blaik,3)95 fact, the tripartite method was
first used by Milne and the interested reader is referred terglen (1953) for a brief review of

early applications. In the studies of the 1950s, only fevtheprakes were used for a particular station
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triangle and measurement errors were on the order of 0.143%% or less. The technique assumes
that plane waves approach a station triangle, whose apeartuid reach several 100 km (e.g. Knopoff
et al., 1966). These authors found that even though the mhethaws for an arbitrary arrival angle of
the approaching wave, it yields biased results unless tive weopagation direction is aligned with
one of the network legs. Knopoff et al. (1967) later foundttke—station method to be superior to the
tripartite method to minimize errors in phase shifts in thesgnce of lateral heterogeneity. Schwab
and Kausel (1976) suggested to expand the recording array least four stations and allow the
consideration of curved wavefronts. In essence, in an apdiion process waveforms are matched
to be in phase to form a single beam (beam forming). This ispgmoach that can still be found in
the literature to determine the average structure beneethaading array (e.g. Alsina and Snieder,
1993; Stange and Friederich, 1993). The preposition heéhaisncoming wavefronts are uniform and
distortion of the wavefronts within the array due to hetermgpus structure is insignificant though this
may not be the case (Wielandt, 1993).

Numerous studies followed, and the two—station methodilisused today to retrieve regional
and local structure, often along only one particular twatish path. A recent example of using the
multiple-filtering technique on a cross correlogram in the-tstation case (between two real seis-
mograms) is that of Meier et al. (2004) who studied Rayleigivevphase velocity in the Eastern
Mediterranean. It can be argued, that phase velocitiesastd with the two—station technique are
systematically biased high when waves do not approachiarstbng the great circle, which is to be
expected particularly in the analysis of teleseismic exelmt our global studies, we have found that
lateral refraction caused by heterogeneity in the mantkecbange the direction of approach at a sta-
tion by as much as 20The deviation of an arriving wave packet away from the ge#rate direction
effectively shortens the travel path. For a regional stindy tises teleseismic earthquakes the bias in
the estimated phase velocity for a single travel path caretbee be as large 6.4%. The bias on local
or regional phase velocity can be reduced when many cropsiting are considered, but the estimates

will remain biased high, unless the phase estimates areated for off-great circle approach.

Another problem arises from multipathing when wave pacietsefracted away from the great
circle and then travel along multiple paths and interferthatrecording station upon arrival. Multi-
pathing was detected in the early study of Evernden (1953udace waves traveling along the west
coast of North America. Wavefronts get bent in complex $tmes and the plane wave approach is
no longer valid. For example, waves get bent around an esttltwsv velocity anomaly so that the
sides of a plane wave advance. In the extreme case, wavéiealihg occurs when the wave travels
long enough and "forgets” that it passed this structure (&Midt, 1987). To illustrate the gravity of

the problem, one of the most remarkable examples of the mmrsy over the two—station method
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is probably that of Woods et al. (1991) along the Hawaiiaaridl Chain. They could not find a low
velocity anomaly associated with the proposed reheatirijeoPacific Plate by the Hawaiian hotspot
and therefore argued against the plate reheating concephe®ther hand, Maupin (1992) argued that
complex wave propagation along a relatively narrow lowegity anomaly inhibits the application of
the two—station approach. Pedersen (2006) recently esiinthat bias from ignoring the non—plane
geometry of the incoming wavefield can be reduced to 1% inwhe-$tation method for 200 km
profiles, if at least 10 earthquakes with different hypoeenare analyzed. This may be achieved for
permanent station installations but is often difficult thiage for temporary deployments of typically
less than 2 years. The recovery of structure within an arrétyd case of non—plane waves approaching
the array requires the analysis of both phase and ampliitvikdandt, 1993; Friederich et al., 1994).
Of course, such an approach is only possible for dense afaysyth and Li (2005) recently proposed

a technique that fits two approaching plane waves to the vbdg@hase measurements of an array.

For our global studies, we measure phase relative to a dimgesmogram. In the simplest case,
this can be a synthetic computed for a spherical Earth (eagké.and Masters, 1996). We measure the
transfer function between the observed and a syntheticafuedtal mode waveform that is calculated
for Earth model 1066A (Gilbert and Dziewonski, 1975). Anlgaxample of the transfer function
technique measuring great—circle dispersion and attemueén be found in Dziewonski and Steim
(1982). A multitaper approach provides an optimal compsanbetween frequency resolution and
resistance to bias from ambient noise. The multitaper agmbralso allows us to assign measurement
errors in a statistical sense. The analysis is done infeeicbn the computer screen where we choose
the optimal time window to isolate the fundamental mode. Aaneple is shown in Figure 38. Other
workers choose automated approaches (e.g. Trampert andhdlage, 1995). These approaches take
significantly less time but may either produce a noisy datasguality control restrictions yield a sig-
nificantly reduced dataset, compared to our hand—picked\Mdeasured phase perturbations typically
amount to a few percent and measurement errors are 0.15%eoagavfor R, while measurement
errors in R and great circle data are somewhat smaller. Even though vasure phase with respect
to a synthetic, some of our short—period data2arephase ambiguous. At short periods, the phase am-
biguity is enhanced by the fact that small perturbationsimodel may cause margrr—phase wraps.
The phase ambiguity can be removed by the condition thatliaegphas to vary smoothly with fre-
guency. Since we observe no phase ambiguity at 4mHz, ouetzaset is unique, for the frequency
range chosen in our global study (4-17mHz). We usually nedg one iteration to determine the
transfer function but occasionally the great differencevieen data and synthetic requires one or two
additional iterations (see Figure 38). Nevertheless, one=step” spectral approach does not allow

us to go much beyond 20mHz. An alternative approach to ohialiiased estimates in a wider fre-
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guency range is that of Ekstrom et al. (1997) who determirase perturbation in several pass—bands
rather than just one. As in our approach, they use syntheistcne®grams in a phase—matched filtering
procedure. The process is iterated to minimize residuglediion and to suppress interference from
overtones. They succeeded to collect an impressive glatabset between 150 and 35s. With 50,000
high—quality dispersion curves their dataset was the sargethe time, and their phase velocity maps

are still used today by other workers to calibrate regionagtal models (e.g. Yang et al., 2004).

4.2.3 Time Variable Filtering

Time variable filtering (TVF) was proposed to stabilize fantental mode surface wave dispersion es-
timation when waveforms appear contaminated. Interferexfiects from other mode branches, mul-
tipathing or other concurrent signals are the most likelysea Arguably, one should probably refrain
entirely from analyzing such contaminated waveforms. The/ be feasible in global long—period
seismology below 20mHz, where large waveform collectioesaaailable. However, in regional stud-
ies, in monitoring efforts of the CTBT or to study the dispensat shorter periods this may not be
possible. Aside from TVF, various techniques are availdblextract a primary signal from a time
series. Herrin and Goforth (1977) applied phase—matchedsfi{PMF) to Rayleigh waves of an earth-
guake and a nuclear explosion. In this process, a time derimatched to a synthetic by iteratively
windowing a narrow—band filtered correlation function bedw the two to eliminate interfering sig-
nals. PMF makes no assumptions about the time—frequenastte of the interfering signals in a
seismogram. TVF takes into account the dispersion. Thelidhand TVF is that different signals may
arrive at the recording station at the same time but the &egycontent and group velocities are suffi-
ciently different that the signal to be studied can be isaldty time—frequency filtering. For example,
the Gabor matrix in Figure 37 shows the fundamental modeeakathest signal but at the same time
as the very low—frequency fundamental mode reaches therstie first overtone, with frequencies
around 10mHz also comes in. A time—frequency filter that eoba the signal below 3 mHz at this
time but then enhances 6 mHz signal at a later time significeediuces the biasing effects of a single
window covering the whole time series for analysis. Pilamd &nopoff (1964) first applied TVF to
separate the seismic signal from two different earthquéhkatsarrived at a station nearly at the same
time and therefore created a beating pattern in the wavefimee then, the method has been applied
to investigate structure of the crust and upper mantle kngpoff et al., 1966). TVF is also included
in the FTAN package of Levshin et al. (1989) in a second itenab improve measurement precision.
A technique that combines PMF with TVF is the frequency \@eadiltering of Russell et al. (1998)
to reduce spectral amplitude biasing introduced by frequelomain filtering.

Technical details of the time variable filtering approach @escribed in Landisman et al. (1969).
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The filtering can be done either in the time or the frequengyala. In the latter, the starting point is
the spectrum of the original time series. Each harmonicfioierfit is multiplied by a function that has

a certain shape in the time domain. Landisman et al. (196f)es1 a cosine taper with

COS(%&()W))), for t,— L<t<t,+L
w(t) =
0 else

where

L(w) =T(a+ Bldu(T)/dT)|).

L(w) is the window length in the time domaiff, = 27 /w andt,(w) is the center group travel
time. Other workers refined the filtering to optimize the &-adf between interference from unwanted
signals and loss of energy for the signal analyzed (e.g.,d&%3, Roult, 1974). In the frequency
range with strong dispersion, TVF should probably be agphi#&h caution to avoid biased estimates,
if ¢, (w) are the predictions of a model. The technique has also fopptication in normal mode
studies (e.g. Jobert and Roult, 1976; Roult et al., 1990]tRou Romanowicz, 1984). Our own ex-
perience is that the technique works best for seismograhsepicentral distances far away from°90
(Koptschalitsch, 1988). For epicentral distances neay 9@ close temporal succession of overtones
and fundamental modes does not allow an effective suppressiovertones without significantly af-
fecting fundamental mode frequencies by sevatdt and Q by up to 20%. A topic of research still
is why mean attenuation estimates for surface waves beloWz5often disagree significantly with
those obtained from mode studies. Durek and Ekstrom (199§gested that noise contamination in
the much longer normal mode seismograms can bias Q estimigiesRoult and Clévédé (2000)
have recently improved their time lapse technique to ohtadme accurate mode Q data that are in
agreement with those of others though the discrepancy tacguwave Q remains. We speculate that
overtone interference contributes significantly to themipancy (Masters and Laske, 1997) and that
some of this can be removed by time variable filtering. Figuran be found on the REM web page
(http://mahi.ucsd.edu/Gabi/rem.html). For a more dethiliscussion see also the paper by Romanow-
icz and Mitchell (2007) in this volume.

4.3 Other Surface Wave Observables

Surface waves can be deflected significantly from the sotgceiver great circle by lateral refraction
in a heterogeneous medium. Evernden (1953, 1954) was arheriiyst to observe this phenomenon
at long periods. Capon (1970) observed off—great circlgpggation also at short periods (20-40s)

and found that refraction and reflection of wave packets atigental margins was responsible for
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this. Lateral refraction has also been observed by a lagapgsf other workers and array techniques,
such as the tripartite method of Press (1956) or comprelemsodifications thereof (e.g. Stange
and Friederich, 1993), have been used to obtain unbiaspdrdien estimates. In essence, incoming
wavefronts are fit simultaneously to the phase data of dlbsigin an array, where phase velocity and
angle of approach are free parameters to search for. Inn@gitudies that search for structure within
an array, these arrival angles are discarded but they caa asradditional constraint on structure
along the travel path. Woodhouse and Wong (1986) develdpedlegant linearized path integral
approximation (PIA) to relate arrival angles to lateraldnegeneity. Similar to the integral in equation
20, we can relate the tangent of the observed arrival angietan O, to the phase velocity anomalies

along the source—receiver great circle

selr(20)] 3

€o

v(A) ~ —cose¢A) /Asin qs% {
0

where the great circle has been rotated onto the equat@opthiee is ap = 0, the receiver at distance

A andd is the colatitude. A similar expression exists for the atogk

A
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wheredy andd, are derivatives with respect tband¢. Dahlen and Tromp (1998) slightly modified
this to include a term with sensitivity to phase velocity la¢ treceiver. Bothy and A depend on
frequency because phase velocity does.

Both arrival angles and amplitudes depend on gradientsro€tatre rather than structure itself
which gives them sensitivity to shorter wavelengths thandbtrresponding phase data (see also Ro-
manowicz, 1987). Wong (1989) applied this theory to incladeplitude data to obtain frequency—
dependent phase velocity maps at very long periods (modeée apgular order = 59 at about
6.5mHz). We developed an interactive technique to measuralaangles using the multitaper ap-
proach of Park et al. (1987). In the most general case, thikademodels elliptical particle motion
in 3D space. In a singular value decomposition (SVD) of theoBponent seismogram, we seek the
frequency—dependent complex eigenvector that spans dme jif particle motion. From the eigen-
vectors, we can derive polarization parameter, such ahthedcentricity of the ellipse and the three
angles that define the orientation of the ellipse. The eigers give us an idea of how well-defined
the particle motion is, i.e. how well it can be explained byragke ellipse. As in the case of phase data,
the multitaper approach provides statistical error bamgedkas resistance to bias from ambient noise.
Lerner—Lam and Park (1989) first used this technique to tigagte lateral refraction and multipathing

of long—periods surface waves in the Western Pacific.
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Other methods to analyze particle motion exist, e.g. théatkby Jurkevics (1988) that works in
real space. In the interactive analysis of PleSinger €L8B6) one seeks the local coordinate system
for which certain component products are zero. These ptedas function of time, can be used to
either discriminate between wave types or measure armgiea. Paulssen et al. (1990) expanded the
basic time—frequency analysis for 3—component seismageard presented the time and frequency—
dependent polarization of anomalous surface waves olibatatations on the Iberian peninsula. They
constructed a quality factor that depends on the largeenedjue of the SVD to assess the likeness
of the signal to a Rayleigh or Love wave. Lilly and Park (198pplied the time—frequency analysis
using a wavelet algorithm and the multi—taper techniquevestigate the evolution of the frequency—
dependent polarization in a time series. The methods testhere all involve the analysis of single
3—component seismograms. As discussed in the last seadisnming a simple incoming wavefield,
arrival angles can also be determined from array analysgsiieam forming). A recent example of
this is the study of Cotte et al. (2000) who investigated gri¢at circle propagation in Southern France
caused by lateral refraction of surface waves by the Frerph. AJsing the beamforming technique,
Friedrich et al. (1998) and Essen et al. (2003) observedagstirectivity of oceangenerated micro-
seism noise in Europe. Similar observations exist for SaatiCalifornia (e.g. SchultePelkum et al.
2004).

Arrival angle data have been included successfully in siegs for global structure (e.g. Laske
and Masters, 1996, Yoshizawa et al., 1999). It is interggtrcompare the sensitivity of arrival angles
and phase to lateral heterogeneity. Figure 39 shows thgraitkernels of Equation 23 in a similar
way as those for the phase integral in Figure 31. Sensitivitshort—-wavelength structure increases
with harmonic degree which is the opposite of the behaviottfe phase. This is due to the fact that
arrival angles depend on the gradient of structure, notsire itself as phase does (see Equation 20).
We also notice that sensitivity to highstructure, relative to lowstructure, increases with travel
distance and not decreases as the sensitivity of phase Exespt for very short paths of less than
20, sensitivity to even harmonic degrees is always higher thad harmonic degrees. Near the an-
tipodes, sensitivity in the path integral approximatiocdiaes extremely large. At the same time, the
antipode is a caustic with severe multipathing effects whamymptotic theories tend to break down
(e.g. Romanowicz and Roult, 1986). We therefore discard tat epicentral distances larger than
160°. Relatively speaking, arrival angle data also have largeasurement errors than phase data.
In principle, sensitivity to short—-wavelength structuemde enhanced by including large datasets of
phase data for very short travel paths (i.e. less thay) Bugh the separation of the fundamental
mode to obtain uncontaminated phase estimates at longdsdsecomes problematic. The collection

of a global dataset of arrival angle data, and its subsequsage in the modeling of global structure
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also has a useful by—product. Arrival angle data are seediti the misalignment of the horizontal
seismometer components from East and North and such inflomaas not available when we first
started our investigation. The joint inversion of arrivabes for structure and component misalign-
ment can be linearized but the inversion requires severrations for misalignments of more thah 5
The Harvard group has also observed station misalignmengththey use a different approach (Lar-
son and Ekstrom, 2002): arrival angle information is estd from smoothed amplitude estimates
using a phase matched filter technique and synthetic seifsmegcomputed with the dispersion mea-
sured for each waveform. Their station misaligment dataeaguite well with our own. Some of the
misalignments that we published (Laske, 1995) have beefiremu by station operators and this
information is now routinely available at the data manageneenters, together with the instrument

responses.

As mentioned above, amplitude data are also very usefulristiin lateral heterogeneity. In fact,
due to the second derivative in equation 24, amplitudes\ame more sensitive to short—-wavelength
structure than arrival angles are. Amplitude informatias fbeen used as additional constraints to
investigate elastic structure. Some of the earliest wotkas of Yomogida and Aki (1987) who used
the Gaussian beam method to obtain 30-80s Rayleigh waves pledacity structure in the Pacific
Ocean. Wong (1989) used their linear theory to include aomiis in the retrieval of elastic structure
at very long periods beyond 150s. Dalton and Ekstrom (2686 recently shown that it is possible to
retrieve elastic structure using surface wave amplitutt@gesbut the primary purpose to study surface
wave amplitudes has been to retrieve Earth’s attenuatioatate (e.g. Durek et al., 1993; Billien et al.,
2000). The problem with analyzing surface wave amplitudekat the effects of lateral heterogeneity
may be an order of magnitude larger than those of attenua&ielby and Woodhouse (2000) found that
amplitude variations are dominated by anelastic strudarmeng wavelengths, and by elastic structure
at short wavelengths. If the linear approximation of equa®4 holds, then this would perhaps be
expected because the amplitude great circle integral aweastic structure is linear and does not
involve any gradients as that over elastic structure doles fifst to successfully address this problem
in the retrieval of attenuation structure was Romanowi®@4) who took focusing/defocusing effects
into account before constructing the first attenuation nfapsong—period Rayleigh waves. More
recent work to retrieve attenuation includes that of Gund) Romanowicz (2004) who provide a 3—
dimensional attenuation model for the upper mantle. Usiegnbn—linear asymptotic coupling theory
(NACT), they first derive an elastic model féfsy and Vgy using long—period surface and body

waveforms. The surface waveforms are then aligned usisgribdel and inverted for 3D attenuation.

Here we have only discussed the horizontal arrival angledbssrvables to assess Earth structure

but the particle motion of surface waves is characterizetiMayadditional angles: the sloping angle
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which describes the deviation of a Rayleigh wave orbit frbu ¥ertical and the tilting angle of the
elliptical orbit with respect to the horizontal. Vig and Mitell (1990) attempted to relate arrival angles
(which they call inclination) and the sloping angles obsdrat station HON (Honolulu, Hawaii) of
the DWWSSN to the anisotropic mantle around Hawaii. The slaffihe Rayleigh wave ellipse, i.e.
the ratio between major and minor axis of particle motion (td#o) depends on shallow structure.
Tanimoto and Alvizuri (2006) have recently used the HZ rafimicroseisms to infer shallow crustal

structure above 5 km in Southern California.

4.4 Higher Modes

The analysis of overtones, or higher modes, is attracticaumge it yields independent constraints on
structure at depth. Overtones are also more sensitive stagcture than fundamental modes of the
same frequency (see Figure 43 in the next section). At lomipge overtones would significantly

enhance resolution in the transition zone and uppermogdriowantle. At shorter periods, overtones
carry better constraints on the low velocity zone in the uppantle than fundamental modes do. The

analysis of overtones, however, faces several problemshvare outlined in this section.

4.4.1 Higher Mode Dispersion and Waveform Modeling

From Figures 34, 35 and 37 we have seen that the fundamentld rmdairly isolated in time and
frequency because its group velocities are significanthelathat those of overtones. Overtone veloc-
ities, on the other hand, overlap significantly, except at fiiequencies. Figure 37 suggests that we
could analyze the first overtone, if we were able to isolate.i. using time variable filtering or a
phase—matched filtering operation (e.g. Jobert and RAiI6)1 Note however, that for this particular
earthquake the mode contains relatively little energy. tRerother modes, extraction appears very
uncertain. To illustrate the problem, Figure 40 shows thbdganatrix for a synthetic calculated for
isotropic PREM with a 39 km thick crust. For the seismogranthim top panel, all modes were in-
cluded in the calculations and we can discern the same bodg plzases, composed of interfering
overtones, that we observe in the real seismogram. The p#m&ls show the contribution from each
mode, up to the 5th overtone. As just mentioned, the firsttomerappears quite isolated in time—
frequency space but its energy is so little that it is notelisible in the composite Gabor matrix. The
other overtones overlap significantly though extractiorihef second higher mode may be possible
at frequencies higher than 10mHz, because group veloeiteeselatively low. At lower frequencies,
there is significant overlap between the 2nd and 3rd ovestoliefrequencies above 12mHz, the 3rd
and 4th overtone overlap. Time variable filtering may prewihly limited success in this case.

The first convincing observation of overtone dispersion wabably that of Oliver and Ewing
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(1957) for a path across eastern North America but utiliziwgrtone dispersion to study Earth’s
interior obviously requires a different approach than faméntal modes do. The first break—through
was achieved by Nolet (1975) and Cara (1978) who used an ataaking technique to separate
different overtone branches usingusak transform, for studies of structure in Western Europe and
across North America. This approach has also been usedénsitidies (e.g. Cara et al., 1981 for the
Western U.S.). At fixed frequency, different overtone brascthen appear separated in phase—group
velocity space. This approach works well to obtain averageire within an array but does not allow

us to assess variations within an array. The problem withapproach is also that it needs an array.

Using individual source—receiver data on a global scaleicaessful separation of overtones up
to order 8 was achieved by van Heijst and Woodhouse (199®y Tiked their mode branch strip-
ping technique (van Heijst and Woodhouse, 1997) to isolaeotrertone branches and make global
phase velocity maps (termed Oxford approach hereafter$. t€bhnique makes use of branch cross—
correlation functions (bccf) that increase sensitivityatoertain overtone signal. The signal with the
most energy is analyzed first and subtracted from the seismobefore successive branches are an-
alyzed in a similar fashion. The technique works well for Ragh waves but appears to fail for Love
waves due to strong interference effects. This is one of fedies that extract dispersion. The vast
majority of publications utilizes waveform modeling tonete structure at depth directly, without
involving the intermediate step of determining dispersi@me may argue about which approach is
superior but a useful by—product of the Oxford approach ésahility to check for consistencies in
the data. For example, they were able to compare their fuadeashmode Rayleigh wave maps at 40s
with that of the 4th overtone at 62s. Since their dependencgracture at depth is quite similar, the

phase velocity maps should highly correlate.

The bccfs have been used by others as well who choose theosavefodeling approach (e.g.
Cara and Lévéque, 1987; Debayle and Lévéque, 1997¢rQiltvances to study overtone branches
include the hybrid technigue by Stutzmann and Montagne®3)L9T his waveform fitting technique
retrieves path—averaged overtone phase velocities ahdgatraged velocity structure in successive
steps. An attempt to determine global structure was discubg Stutzmann and Montagner (1994)
though data coverage was quite sparse. Similar to Nolety &echnique, they utilized several earth-
guakes along similar paths to retrieve phase velocitiesy Tacently developed the ’roller—coaster
technique’ (Beucler et al., 2003) which is named after thapstof the misfit function in their method.
Their method can be applied to a cluster of events to retsaveture along a single source—receiver
great circle in a non—linear scheme. Another recent dewsdmp is that of Yoshizawa and Kennett
(2002, 2004) who used Sambridge’s (1999) neighborhoodritigo to efficiently search the model

space for multi-mode dispersion in a non—linear wavefomarision.
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Most of the other techniques involve full waveform modelargl the retrieval of structure at depth
directly, without determining dispersion first. The firatdy on a global scale was that of Woodhouse
and Dziewonski (1984) whose global upper mantle shear iglowdels, M84A and M84C, were
regarded as reference 3D model upper mantle models for tbevfiog decade. The technique is still
used by the Harvard group and has led to a series of updatdd wiamtle models such as S12/WM13
(Su et al., 1994) and S362D1 (Gu and Dziewonski, 1999). Théigodhouse and Dziewonski used
normal mode summation to calculate synthetic seismogrdmg,used a clever trick to account for
sensitivity to odd—degree structure by introducing a fatis epicentral distance shift in the minor
and major arc great circle integrals. This was later justiffeeoretically by Mochizuki (1986, 1986a)
and Romanowicz (1987). Woodhouse and Dziewonski arguadntizidual waveforms are proba-
bly too noisy for direct inversions for structure so theyjpoted their measurements onto a set of
global basis functions in a two—step procedure. Anothebalavaveform modeling approach is that
of the Berkeley group called NACT (non-linear asymptotitgong theory; Li and Romanowicz,
1995). This technique accounts for cross—branch couphiagis ignored in conventional path aver-
age approximations. While this is less of an issue for furelstad modes surface waves, it becomes
relevant for overtones that involve deep—turning body waWée application of this technique led to
the first "Berkeley model”, SAW12D (Li and Romanowicz, 19@8)well as more recent models (e.g.
SAW24B16 by Mégnin and Romanowicz, 2000). In contrast ttepimantle models, the Berkeley
models have traditionally bedrsy models. A recent discussion of asymptotic and non—asyimptot

waveform modeling approaches can be found in ClévéedE GD0).

With his nonlinear partitioned waveform inversion, Nol&B90) provided a tool that is widely
used in regional-scale studies. The technique is similatep 1 in the Woodhouse and Dziewonski
approach. Publications are too numerous to list here bumpbes include work in western Europe (e.g.
Zielhuis and Nolet, 1994), in North America (e.g. van der lagel Nolet, 1997) and on the Skippy
array in Australia (e.g. Simons et al., 2002). Nolet argueat full waveform inversions directly for
3—dimensional structure are computationally expensivedmnot allow for a proper assessment of
resolution capabilities. Rather, one can "partition” thegess and search for multi-parameter, path—
averaged structure first, for each source—receiver patbrebeonducting a computationally efficient
inversion of a sparse matrix to retrieve 3D structure. A né@vancement of this technique is its
automation by Lebedev et al. (2005) which allows the prdngssf large datasets such as is expected
for the USArray.

A few concluding words of caution are in order. We have sean ¢liertones have the potential
to constrain deep Earth structure much better than fundeaermmdes do and numerous studies em-

phasize that resolution is "significantly” enhanced overd@amental-mode only studies. A reader has
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to bear in mind though that in the parametric approach, dubeanassive interference with other
overtone branches, errors in the fit to overtone data areaptpbmuch larger than to fundamental
mode data. Another important point is the relative weightwdrtone data in an inversion. We have
seen in Figure 37 that recorded amplitudes of overtones meadh smaller than those of the funda-
mental mode. Overtone experts may argue that the choice skismogram to demonstrate this point
is poor because this earthquake was shallow. Such eartbgjeakite fundamental modes particularly
well and usually leave overtones with much reduced ammiud the seismogram. A proper choice
of earthquakes for overtone studies therefore focuses ep eleents. Unfortunately, such events are
relatively rare and even more unevenly distributed thati@maevents. Figure 41 shows that earth-
guakes with source depths greater than 75km account for2idfy of all earthquakes, while the rest
is shallower. Even with source depths of about 150 km, thddorental modes still dominate the seis-
mogram. Only when source depths become significantly grdste that, overtones above 4mHz have
larger spectral amplitudes than fundamental modes, whiglies further reduction in the number of
suitable earthquakes. A careful assessment of the resolcgipabilities of a certain dataset therefore
entails more than just comparing the sensitivity kernelfuntlamental modes and overtones. A 3D
surface wave tomographer essentially faces a trade-dffigaro One can use all earthquakes to obtain
best lateral resolution but bearing in mind that the vektieaolution is dominated by the limitations
that fundamental modes dictate. Or one can chose mostly elegyts to obtain optimal depth reso-
lution, at the expense of decreased lateral resolutiomteidtby the sparser source distribution. The
Berkeley and Oxford approaches appear to account for thigviyg different weights to overtones

but the issue appears somewhat unresolved.

4.4.2 Love Waves and Overtones

With increasing amounts of data and the sophistication cismement techniques, measurement
errors have become ever smaller. Systematic biases imddw unmodeled effects then become sig-
nificant. We have already pointed out in Figures 34 and 35ltbaé wave overtone group velocity
curves are quite close to that of the fundamental mode bet®@ead 12mHz (125-85s). In a seismo-
gram, short period Love wave overtones therefore appehe same time as long—period fundamental
modes. Using sophisticated time—frequency analyses,asitte multiple filtering technique, one may
be able to separate the different mode branches. Howeagpéars that even advanced techniques
such as the branch stripping technique are not able to pyogegrarate Love wave overtone branches,
possibly because cross—branch coupling is significang(iféand Romanowicz, 1999). The question
now is, if even the fundamental modes can be analyzed wittadirg interference effects into ac-

count. For oceanic paths in particular, overtones and foneaidal mode group velocities are nearly the
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same for similar frequencies and separation is no longealtrit was discovered early that Rayleigh
and Love waves are often incompatible, i.e. that no realisttropic model fits the dispersion of
both wave types simultaneously (e.g. McEvilly, 1964). @ftsuch models exhibit low—-velocity zones

overlain by thin lids with nearly unrealistically high sheaelocities.

Some argued that at least some of this discrepancy can bareeglby Love wave overtone con-
tamination (e.g. Thatcher and Brune, 1969). Others sugddhlit no uniform bias can be found in
a large dataset that includes several earthquakes, foea gath and model (e.g. Boore, 1969). Due
to this unsatisfying problem, initial collections of regalized models resulting from inversions of
dispersion curves did not include Love waves (Knopoff, J9The vast majority of publications ad-
dresses this problem by allowing transverse isotropy inrbéel, also called polarization anisotropy
or radial anisotropy. More recently, Polet and KanamorB{@)Qevisited this problem by studying the
biasing effects for an upper—-mantle model in Southern @alif. They found that after correcting
for the biasing effect on Love waves from overtone contationathe models obtained from Love
and from Rayleigh waves were much more compatible than eefiiey also found that after the
correction, the isotropic model that fit both wave types wagmmore realistic than before though
the model had an unusually fast thin lid beneath the Moho dow aelocity zone near 100 km depth,
both not obtained when inverting for each wave type aloneth®@mther hand, Ekstrom and Dziewon-
ski (1998) argued that anomalies foundligy,, deduced from uncontaminated Rayleigh waves, and
not in Vg led to their discovery of anomalous azimuthal anisotropthePacific ocean, whil&s

basically follows the lithospheric age progression.

With two thirds of Earth covered by oceans, a possible cointation of Love wave data by over-
tones would pose a serious problem to find a proper REM (meder&arth model). Our REM web-
site (http://mahi.ucsd.edu/Gabi/rem.html) comparessfiteerical averages of various published Love
wave phase velocity maps with toroidal fundamental modgueacies. Mode frequencies should not
be biased by overtone contamination because an entirédyatit measurement technique is applied.
A discrepancy between Love waves and toroidal modes is maatrapt, which could indicate that, at
least on average, overtone interference does not affebailgstimates of Love wave phase velocity.
A Rayleigh—Love incompatibility therefore can only be dadransverse isotropy. Nevertheless, a test
with synthetic seismograms could help to illuminate howdsa possible bias could be. We calculated
1200 mode synthetic seismograms for model 1066A that ileclutle complete set of overtones. Us-
ing the same technique that we used in Laske and Masters)(18688hen measured phase relative
to 1066A fundamental mode synthetics. Figure 42 shows trdianmef our measured phase velocity
anomalies. Rayleigh waves are essentially not affectedvbytane contamination. Love wave data,

on the other hand, show a bias that becomes significant atihigdguencies and can reach 0.06%, a
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result which could potentially raise concern. However, whemparing these discrepancies with the
medians in the real data, we find that this bias is an order ghitiede smaller than what we observe.
Potentially, Rayleigh wave overtone contamination coudy @ role if significant lateral refraction ro-

tates some of the signal from the radial onto the transvamsgonent. We have not tested how much
this affects our dataset but we suspect that this effect shnsmaller than Love wave overtone con-
tamination. It appears therefore that a possible Rayl¢ighe-incompatibility requires a transversely
isotropic REM. Note that the medians shown here are aveliagbg dataset and not true spherical
averages, which are obtained only after an inversion fos@halocity maps. The small changes this

would entail are irrelevant and do not at all affect the désoon here.

4.5 Surface Waves and Structure at Depth

The first inversion of surface wave dispersion to obtain mhessttucture was carried out for the Cana-
dian Shield by Brune and Dorman (1963) along a two—statiantipaugh forward modeling attempts

go back at least 10 years (e.g. Ewing and Press, 1954). A nasirg of modeling attempts has fol-

lowed since then and the interested reader finds a detaiteatipigon of the quest for structure in

the mantle in other contributions in this volume, e.g. thetdbution by Montagner (2007) who also

discusses azimuthal anisotropy or that of Romanowicz aridhdil (2007) who discuss attenuation.
A comprehensive review on the inversion of surface wavesedound in Romanowicz (2002). Here
we would like to close the discussion on surface wave datataidinversion for structure at depth

with just a few remarks. Surface wave phase velocity is tigasd all three elastic parameteis; (or

B), Vp (or o) as well as density:

ﬁ:/rzdr@.aaw.amé.ap). (25)
&
0

For uncoupled modes in transversely isotropic media, pheleity sensitivity is expressed in
terms of even more parameters where the two velocities pleced by the 5 elastic parameters A, C,

N, L and F (e.g. Dziewonski and Anderson, 1981) where

Vpr = Alp Vsu = /N/p
Vpy = Clp Vsy = /L/p
n=  F/(A-2L),
whereA = C, N = L,n = 1 for isotropic media. Montagner and Nataf (1986) devisedlagaamt
technique to generalize this representation to model ahimhanisotropy in the so called vectorial to-
mography (Montagner and Nataf, 1988). In transverselyadpit media, Rayleigh waves are sensitive

to all four velocities:Vpy, Vpy, Vs andVsy where sensitivity to the latter is practically negligible.
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On the other hand, Love waves are sensitiv&$g; and Vs were sensitivity to the latter is signif-
icantly smaller and usually ignored. We have no space tasdssthe effects of anisotropy in greater
detail but the interested reader is referred to Montagr@d{Rin the volume.

As mentioned above, investigators strive to include oversan our modeling because they have
enhanced sensitivity to structure at greater depth thasefionental modes do. Figures 43 and 44 show
the sensitivity of Rayleigh and Love wave fundamental madebtheir first two overtones to isotropic
structure at depth. In the frequency range considered HeB®roHz), fundamental modes do not
reach much beyond 300km, though some sensitivity existsidow00km for 4mHz Rayleigh waves.
Overtones, on the other hand, reach well into the lower raahltiis fact has been utilized by numerous
surface wave studies that concentrate on the transitioa and subducting slabs (e.g. Stutzmann and
Montagner, 1994; van der Lee and Nolet, 1997; Trampert andHadjst, 2002). In the isotropic case,
Rayleigh waves are not very sensitivelfp deeper than 50km but sensitivity is significant at shallower
depths were sensitivity t&s is very low. A comprehensive inversion for structure at dewbuld
include the search for all three elastic parameters. Intipgdhis is usually not feasible, because the
frequency range covered by the measurements does not @renalgh independent information to
make an inversion well-constrained. To simplify an invemsiscaling relationships are often used that
are consistent with mineral physics constraints and irectheé kernels fol’p andp in the kernels for

Vs. We then invert only fol/s. For mantle structure, we commonly use:

A-ba= (1/1.1)B-63

R-6p= (1/2.5)B -3
This assumption is basically valid if observed seismic agl@s are caused by thermal effects. In

the crust, above 50km depth, compositional variations noegidate and the scaling relationships no
longer hold (e.g. in thick sedimentary basins). It is somavfbrtunate that sensitivity to shallolg
is greatly diminished. Consequently, if we invert for a mipdee shallow structure should probably
be attributed to variations ilp, not Vs as is commonly done. Note however, that sensitivity to shal-
low density is also significant and a detailed discussioredtanic implications should take this into
account. A point that has not been treated here is that grelggities provide additional independent
constraints, not in the physical sense but from a measute@amique point of view. A combination
of the two is particularly useful to reduce ambiguities i3g from data uncertainties and to enhance
the modeling of crustal structure (e.g. Shapiro and Ritiawo2002).

We should mention that all examples shown in this manuscaspta spherical Earth approach.
On regional scale, investigators may choose to use a flalh Bpproach. Surface wave applications
overlap sufficiently that data or models may be compareddiganot use the same approach. In this

case an Earth—flattening transformation has to be appliddcttitate this comparison (e.g. Biswas
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and Knopoff, 1970; Ben—Menahem and Singh, 1981). In the ahaevelocity model comparison, a

conversion can be done through

vr(zp) = (a/r)vs(r) (26)
where the subscriptg and s denote "flat” and "spherical”z is the depthy is the radius and is
Earth’s radius (Shearer, 1999). Near the surface, thereliftes between; andv, are insignificant
but they become larger with depth. To use Shearer's examjile,v; = 8.6 km/s at 150 km depth,
the velocity in the flat—Earth model would be 2.4% larger drditnpact on velocity becomes relevant
when discussing geodynamical implications.

A major issue not covered in this paper is the model paraimatem and the regularization during
an inversion. Both influence the outcome of the modelingreffithe two basic classes of parameter-
izations include "global” and "local” ones. In a "global” @ameterization, each contributor to a set
of basis functions covers the entire model space but remieshfferent wavelengths (e.g. Cheby-
shev polynomials or spherical harmonics). In a "local” paederization, each contributor covers only
part of the model (e.g. layers or local B-splines). Compnshe techniques also search for pertur-
bations in boundaries, not only perturbations in elasti@mpeters. Regularizations or damping try
to account for the fact that some parts of the model spaceimepurly constrained by the avail-
able data. For example, Rayleigh waves at periods shomer 30 s have only marginal sensitivity
to structure below 150 km. An undamped inversion could falpkace structure at these depths after
a least—squares procedure dictated that this is the minimarm solution. From a data perspective,
this solution is not justifiable because there were no dateltably constrain this. A careful analyst
therefore conducts thorough a—posteriori hypothesiinte$e.g. spike, checker board or other tests
with hypothetical input structures) on which structureghsf model are reliably imaged and which
are likely not. Other issues include how the inversion iseddepending on the inversion algorithm,
the modeling can end up in a local minimum of the misfit functio which case the model does
not represent the best model consistent with our data. Thaévidarlo technique is used in forward
modeling to explore larger areas in the model space (e.gi®hand Ritzwoller 2002). To make the
search computationally more economical, Knopoff (1972pleyed a hedgehog algorithm that he
and Keilis—Borok developed (see also Keilis—Borok and Yakaja, 1967). The search starts out in
a Monte Carlo fashion but then refines it once a minimum is doiteighboring model parameters
are tried out but discarded if the predictions move the vatugae misfit function outside of a cer-
tain boundary around the minimum. Recently, Beghein anthpeat (2004) provide a novel approach
using the neighborhood algorithm of Sambridge (1999). Tdefine probability density functions to
explore the range of possible models. Such forward appesaate attractive but one should carefully

evaluate the coverage of the null space. Last but not ldastBackus and Gilbert (1968) approach
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is still used today (Masters and Gubbins, 2003) when spdeifgets are investigated. In the B&G
approach, specific linear combinations of data are selg¢btgdlluminate a certain model parameter
(e.g. density near the core—mantle boundary). This methattiactive in that it provides an elegant

way to assess the resolution capabilities of the data.

4.6 The Validity of the Great Circle Approximation and Data A ccuracy

Much of the discussion presented here is based on the userohEe Principle. Anomalies are as-
sumed to accumulate along the great circle arc betweenesaunctreceiver. Concerns about the valid-
ity of the great circle approximation and suggestions toroue the interpretation of observables may
go back as far as the great circle approximation itself andeesl to be aware to which limit approx-
imate theories are applicable. For example, Woodhouse anii&(1982) presented surface kernels
for normal modes that show a rather broad corridor of seitgitio structure along the source receiver
great circle. On the other hand, Jordan (1978) made a goodnargf that modes are essentially sen-
sitive to structure in the immediate vicinity of the sounazeiver great circle. This is true if structure
is smooth and the structural wavelength remains much ldngerthe signal wavelength. This applies
not only to normal modes but to surface waves as well. Advaircparametric surface wave modeling
have been made through Gaussian beam ray—tracing techriguge Yomogida, 1985), Born single
and multiple scattering (e.g. Snieder and Nolet, 1987;derieh et al., 1993) or diffraction tomog-
raphy (e.g. Meier et al., 1997; Ritzwoller et al., 2002). &y, finite—frequency theory (e.g. Zhou
et al., 2005, Yoshizawa and Kennett, 2005) has been addde: timols in the quest to resolve ever
smaller details in Earth structure using surface waveslé\ddch of these techniques promises vast
improvement over simple approximations they almost alvedgs have their own limitations. Equally
if not more importantly, we must not forget that the resgjtmodels can only be as good as the data
which the modeling is based on (see e.g. Trampert and Spe2die6). Measurement uncertainties
can be large due to noise in the time series that may oftendmpter] too readily as being Gaussian
because the theory requires it. Often, noise is producddragdically, e.g. through coupling or inter-
ference effects or by inappropriate measurement techsiquéy not accounting for them properly.
Noise may simply be introduced by unknown effects such asiaganstrument, a faulty installation
or unknown coupling of the instrument to the ground. It ishaoly not unheard of that a spurious
resonance in an installation (e.g. a process turning orydegr minutes) nearly coincided with a
normal mode frequency of Earth and a data analyst unawareedéthnical problem misinterpreted
this resonance. We hope that this paper has contributedsm awareness of how important it is to

understand how data are collected, how one’s favorite neamnt technique works and to judge its
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strengths and pitfalls objectively. Only then is one ablaisruss the validity of small details in a

model.

5 CONCLUDING REMARKS

As mentioned in the introduction, the seismograms we apalye typically collected within the FDSN
that includes the GSN, GEOSCOPE and the GEOFON global seisativorks but also regional
networks of permanent seismometer installations suchea§&tgrman GRSN, the Canadian Digital
Seismic Network, the Italian MEDNET, the Japanese F-NET tapdCalifornian TERRAscope and
BDSN. Some of these have been recording continuously fatyn2@years or longer or have replaced
earlier networks, such as the DWWSSN and SRO. The obsemvattioormal modes, with periods up
to 54 min, requires a very long—period sensor and some ofakedarly digital observations were
collected on LaCoste Romberg gravimeters (e.g. IDA, Agneal.e 1976) that have been used pri-
marily to observe tides. The disadvantage of recording gitivimeters is that we collect only the
vertical ground movement. Also, the first few wave trains amlier recordings of large earthquakes
were typically saturated. More modern equipment thereforiides a very broad—band 3—component
seismometer, such as the Wielandt—Streckeisen STS-1sasithometer or the Teledyne KS54000
borehole seismometer. Though some individual instaltatiof the broadband STS-2s deliver spec-
tacular low—frequency spectra, more often the signal ofgiteest modes are buried in the noise.
STS-1 and KS54000 are no longer produced. As sensors agdaaintbSail, we are losing some
of the best and quietest stations that collected recordseofionable quality. For example, at the old
IDA/UCLA station SPA at the South Pole, the gravimeter reeodrthe deep June 09, 1994 Bolivia
earthquake which is, to this day and after the 2004 AndamamaBa earthquake, the best digitally
recorded deep earthquake to study many overtone modesdliimglinner—core sensitive modes. The
station was closed soon after "Bolivia”, and the site wasigopd with seismometers and operated
under the GSN umbrella. Though the installation include&a6-1, the 1994 Bolivia spectrum was
the last, and one of very few noteworthy normal mode speaiiaated at SPA. Spectra collected at
Earth’s poles are invaluable to us because they providertlggi@ opportunity to study in detail the
m = 0 singlet of a mode. To this day, some = 0 singlets, such as that of inner—core sensitive
modesS, have not yet been observed and we have yet to understandewtieithis caused by earth
structure, low excitation by the seismic source or high edésels at SPA. The low signal quality at
SPA has been known for many years but such a station is eXirefiffecult to operate, not lastly for
environmental reasons. It is therefore not surprisingithabk almost 10 years before new equipment
was installed at the new site QSPA, not too far away. The 2@0da®a—Andaman EQ did produce a

nice spectrum at QSPA but this earthquake was exceptiolaadjg. It remains to be seen, if the 1994
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Bolivia SPA spectrum can be reproduced in the future. The @&Nnow reached its design goals
(Butler et al., 2004). No new stations will come online angl tietworks are in transition from a R&D
(research and development) to an O&M (operation and mants) modus of operandi. To guar-
antee the data flow that we enjoy today requires the contigoetinitment of network operators to
maintain stations at observatory—quality level, prefgrah remote, low—noise locations. Amazingly
enough, some network operators have run these networksdygetsuthat have not increased or, at
the least, kept up with inflation rates. In today’s world afiriresolution tomography and squeezed
in between large projects such as the U.S. EARTHSCOPE amdl biph—visibility endeavors, it is
becoming increasingly difficult to make the case for runniagd funding, a very long—period global
seismic network. There are many yet unresolved problemsaithEScience to which normal mode
seismology may hold the crucial clues, if not the only ones: @reatest commitment therefore must

be to ensure that we have not yet passed the golden age oflmooda observational seismology.
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7 FIGURE CAPTIONS

Figure 1. Surface wave paths from source S to receiver R. Paths veithrdie less than 18@re minor
arc paths (R), paths with larger distances are major arc pathg.(Rhe number following R is the
wave orbit number. The wave orbit number advances by two vgenessive wave trains include a

complete great circle (e.g.sRnd R for the minor arc).

Figure 2. The 1992 Flores Island earthquake, recorded at GEOSCQ@B&NsESB (Saint Sauveur
Badole, France). Marked are eight fundamental mode Rdyleigvetrains (R) and the first two
overtone groups (). A anda are the epicentral distance and the back azimuth to the .eSamte
the earthquake was more than°@way, R and R are closer together than,Rind R;. At group
velocities of about 3.7 km/s, it takes 3h for Rayleigh wawesiicle the globe. HencedRarrives at a
station 3h after R The seismogram was low—pass filtered with a convolutioerfiti suppress signal

above 20mHz.

Figure 3. Record section of the 2001 Arequipa, Peru earthquake atigedt digitally recorded
earthquake before the 2004 Andaman—Sumatra earthquakieed/ire six fundamental mode Rayleigh
wavetrains (R) and early compressionaP] and shear §) body wave arrivals. Also marked are S
multiples that bounced off the surfacgx(S). Such phases are contributors to the major arc overtone
phasesX,,. At 90 epicentral distance, surface wave trains travelingpposite directions arrive at a

station at equidistant time intervals, while wavetrainsrtap at the antipode and near the source.

Figure 4. Spectrum of a magnitud&/s=6.7 earthquake south of Australia that was recorded at
station BFO (Black Forest Observatory, Germany). The ssior of globe—circling Rayleigh wave
packets in roughly 3—-hour intervals manifests itself in spectrum through the regular spacing be-
tween adjacent fundamental spheroidal magssof about (3h)! ~ 0.1 mHz. The underlying time

series is 18 h long.

Figure 5. Surface spherical harmoni¢$” = Xgn(e)em that compose the basis set fo= 0, 1
and2 spheroidal modes (e.gS1, 2S1, 02, 3S2), plotted in Hammer—Aitoff projection. The singlets of
modes have these shapes onitkemponent of recordings on a spherical, non-rotating EAdapted
from Masters et al. (2000c).

Figure 6. Eigenfunctiond/ andV and compressional and shear energy densities for some modes
described in this paper, displayed as function of normdliwius (O is at the center, 1 is at the
surface). Grey areas mark the outer core. Numbers at thenbatt the panels are PREM mode fre-
guencies in mHz (Dziewonski and Anderson, 1981). Radiales@de very sensitive to core structure,
while spheroidal fundamental modes are not very sensitiveand . in the core. On the other hand,

overtone mantle modes that are primarily sensitive to reasitlicture are also influenced kyn the
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core. Inner core sensitive modes that can be observed aattiesEsurface are typically quite sensitive
to mantle structure.

Figure 7. Eigenfunctiong? and shear energy densities for some toroidal modes. Tomiodes
are sensitive only t@. For details see Figure 6.

Figure 8. Zeeman splitting of théootball mode,S,. This is a Fourier spectrum of a 500 h long
record of the 2004 Sumatra event by the superconductingngeser at Strasbourg, France (Rosat et.
al. 2005). A scaled version of the locally recorded barom@iressure was subtracted from the gravity
record to achieve a noise reduction by a factor two. The tim@ain acceleration amplitude of the
singlets is close t@a0~'%m /s2. Zeeman type splitting of a mode is caused by Earth’s ratatio

Figure 9. Linear Fourier amplitude spectrum of strain from the 20@4n&tra—Andaman earth-
guake recorded by the invar wire strainmeter at station BR® azimuth N2E. The time domain
amplitude ofySy at 0.814 mHz is8 - 10~ %¢. This is a rare spectrum showing evidence of Zeeman
splitting of the two lowest order toroidal modgg, andy73. The strainmeter array at BFO is described
in Widmer et al. (1992). A barometric correction similar bat of Zirn and Widmer (1995) has been
applied to this spectrum. With an empirically determinedistpressure compliance of 0.8/nPa a
lowering of the noise floor by a factor 4 was achieved. The 841 hours after the event were used
for the spectrum.

Figure 10. Observed singlet frequencies as function of angular prdefor 6 modes. The dashed
lines mark the splitting predicted for Earth’s rotation dnydirostatic ellipticity. Solid lines mark best—
fitting parabolas. The splitting of low—frequency modés and, .S, is dominated by rotation, while
that of inner—core sensitive modesSs and15.5, is dominated by ellipticity. The splitting of mantle
mode,.S, and low—frequency inner—core sensitive mgde is mixed. Them = 0 singlet of3S5 has
not yet been observed reliably. Inner—core sensitive madesanomalously split, i.e. the observed
splitting is significantly larger than that predicted fotation and ellipticity alone.

Figure 11 Left: Observed complete splitting matrix for moggSs, decomposed into its elastic
(E) and anelastic (A) parts, both of which are Hermitian. dh&a from 13 earthquakes were used to
determine this matrix. The signal down the diagonal of th&iees is caused by zonal (axisymmetric)
structure £ = 0), as constrained by the selection rules for a mode. Alseatdd are the contributions
from ¢t = +2-structure (which is sectoral for = 2). Right: Splitting functions obtained from the
splitting matrix on the left. The signal from anelastic sture is typically much smaller than that
from elastic structure.

Figure 12. Predicted frequency shifts for mode paitsy —¢ 7y+1 caused by Coriolis coupling.
Predictions are for Earth model 1066A (Gilbert and Dzievikdrs975). The strongest coupling occurs

between pairgSn —o T12 andgS19 —¢ Too.
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Figure 13. Predicted rearrangement of singlet frequencies and Qgdakly coupled mode pairs
0514 —o T15 and ¢S11 —o T12, and for strongly coupled paifgSe; —¢ The andgS19 —¢ Tog. The
coupling calculations included effects from both rotateord ellipticity but for the modes discussed
here, Coriolis coupling is the dominant cause. Stronglyptedi modes form a hybrid pair in which

the sets of singlet frequencies repel each other but theuattien is "shared”.

Figure 14. Synthetic splitting matrices to illustrate the couplingeet of Earth’s rotation and
ellipticity on the mode paipSs—T3. Self-coupling fills the diagonals of the self—coupling dis,
while multiplet—multiplet coupling fills the cross—coumdj blocks. For this pair, the effect of rotation

is 10 times larger than that of ellipticity.

Figure 15. Elements in the splitting matrix that are affected by coupl Left panel: An isolated
¢ = 2 mode experiences self-coupling through Earth’s rotatimhedlipticity. Together with axisym-
metric structure this manifests itself in the diagonal. €@dteven—degree structuredven) affects off—
diagonal elements. When two modes couple, the splittingixnla&s four blocks: two self—coupling
blocks (one for each mode) and two cross—coupling blocks.rigit panel shows how elements in a
cross—coupling block with aff = 3 mode are affected for same—type couplipg= 0). Some of the

elements are now affected by odd—degree structuoeld).

Figure 16. Spheroidal mode dispersion diagraum - ¢ plot) for spherical Earth model PREM.
Different symbols indicate by which method a particular mdths been observed. Black dots are
predicted modes that still await observation. The modeukeagies are published on the REM web
site except for the multiplet stripping results. Singlearecpeak shifts refers primarily to the work
of Smith and Masters (1989a). The first comprehensive ¢ diagram showing observed modes was
presented by Dziewonski and Gilbert (1972).

Figure 17. Multiplet strips for mode branchS,, obtained from a dataset of 12000 records of
260 events between 1991-98. The left panel shows the stiifikd individual modes centered on the
predicted PREM frequencies. The middle panel shows thaqteeddegenerate frequencies (red line,
mHz), group velocity (triangles, km/s) and Q-cycles (@s;lhours). The right panel shows compres-
sional (red) and shear (blue) energy densities. Multighgigng works well up to 17 mHz where the
7S¢ modes become Stoneley modes. Systematic deviations frdaMPH#Re evident in the left panel.
The yellow line in that panel shows the predicted frequenofdMEMOO (Valette and Lesage, 1992).
This model seems to go a long way to explaining the new obsengeven though it was constructed

from a dataset of modes below 5.4 mHz.
Figure 18. Multiplet strips for mode brancky S,, obtained from a dataset of 12000 records of 260
events between 1991-98. For well excited multiplets witerimediate to high quality factorg), and

sensitivity to lower mantle and core structure, multipteipping works well up to 20 mHz. Systematic
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deviations from PREM are evident in the left panel partidylaetween,3.S39 and,3S,3. For details
see Figure 17.

Figure 19. Multiplet stripping results for radial modes between 1@ 20 mHz. Strips with mul-
tiple peaks are likely due to coupling to nearby high-Q spluad overtones (Laske et al., 2001) The
yellow line shows the predictions of MEMOO. Neither PREM MEMOO gives a satisfactory fit
to these modes. While a model with an additional first-ordscahtinuity in the inner core can ex-
plain the new radial mode frequencies, such a model leadsgadation of the fit of other inner core
sensitive modes. For details see Figure 17.

Figure 20. Normalized receiver strips for very low—frequency modeas. these modes, the split-
ting is dominated by axisymmetric structure and 2he- 1 strips closely resemble the spectral lines
of each singlet. The upper row shows the strips for the 200dgda—Andaman earthquake, while the
lower row shows the best set of strips that we have had soli@rbdxed numbers indicate how much
larger the amplitudes of the Andaman strips are with resjpeitte best other earthquake.

Figure 21. Left: Selected spectra for modgS,, for the 1994 Bolivia earthquake. Right: Simpli-
fied flow chart of our approach to extract mode informatiomfrgeismograms of large earthquakes.

Figure 22. Modeling of the spectrum of multiplgtSs with the ISF procedure, for a recording
of the June 9, 1994 Bolivia earthquake at station MAJO (Mgtiso Observatory,Japan). Black line:
observed linear amplitude spectrum; dotted line: premlictor PREM; dashed blue line: splitting
caused by Earth’s rotation and hydrostatic ellipticityd time: best fitting spectrum after ISF (spectra
courtesy of Joe Resovsky, personal comm. 1998). Verticalrgt displacement due to this mode at
MAJO measured 1pm.

Figure 23. Coriolis coupling below 1 mHz, observed for the Mar 25, 1828leny Islands earth-
guake. Spectral peaks appear in vertical component spatcting frequencies of toroidal modgs;
throughy7s. Shown are spectra of the LaCoste Romberg spring gravirkStdOp at station BFO,
the superconducting gravimeters GMR-C026 at station J® S#asbourg, 60km from BFO, and
GMR-C024 at Table Mountain Observatory near Boulder, COA)JSo reduce noise, the gravime-
ter records were corrected for variations in local atmosptgessure (Zirn and Widmer, 1995). For
comparison, the uncorrected spectrum at BFO is also showi9E The synthetic spectrum was ob-
tained from a coupled—mode synthetic for BFO, using ParkGitigert's, (1986) method to account
for effects from rotation, hydrostatic ellipticity and dmgpical structure. "Askania” and "strain” refer
to data from the Askania borehole tiltmeter and the invaewtrainmeter array at BFO and show that
the low order fundamental toroidal modes were efficientlgitexi by the event. Figure reproduced
from Zurn et al (2000).

Figure 24. Observed effects of Coriolis coupling above 1 mHz. a) mpldtistrips of fundamental
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spheroidal modesSs through(Ss, aligned relative to PREM (Dziewonski and Anderson, 1981).
b) multiplet strips of fundamental toroidal modgs; through75¢. Coupling effects are different
for each singlet, resulting in a shift of the entire multipl#odes(.S1; and 4S5y are within a few
uHz of neighboringy7;.; modes so coupling effects are particularly large. Corictigpling effects
are significant fogSy throughSss, relative to the observational uncertainties of less th&n.61z.
Figure adapted from Widmer (1991).

Figure 25. Predicted and measured elastic splitting mdftiaf the coupled mode pajiSs — 2.54.
The signal in the diagonal self—coupling blocks is gengratimewhat larger in the observations than
in the predictions (e.g. imaginary part for moge,). Some predicted features show up in the measured
off—-diagonal cross—coupling blocks (e.g. blue in upper defner, red toward the lower right in the
real part) but noise probably inhibits a reliable extrattid odd—degree structure from these blocks
at this time. The 3D model used for the synthetic splittingrirds S16B30 (Masters et al., 1996).
Reproduced from Masters et al. (2000c).

Figure 26. Inner core rotation rates obtained for 13 inner core—fgasnodes, using our pre-
ferredVy/Ve/Vp mantle model SB10L18 (Masters et al., 2000). Also shownteeesults obtained
using other mantle models: shear velocity models SB4L18s{®&ta et al., 2000), S16B30 (Masters
et al., 1996), SAW24B16 (Megnin and Romanowicz, 2000), 886¢Gu and Dziewonski, 1999) and
Vs /Vp models S-P/20RTS (Ritsema and van Heijst, 2000). Other sigaind lines mark results from
other publications: Song and Richards (1996) (Ref 1), Geé&tp97) (Ref 2), Sharrock and Wood-
house (1998) (Ref 3), Song (2000) (Ref 4), Zhang et al. (2(RBj 5).

Figure 27. Time-frequency plot covering 2.5 years of data from the ST&&ismometer of the
German Regional Seismic Network (GRSN) at BFO. The rangkeofitay scale is chosen to empha-
size structure in the noise during seismically quiet timidse upper panel shows median psd levels
(black) together with the first and third quartile (dashéhe New Low Noise Model of Peterson
(21993) (gray) is shown for reference. The vertical dasheeslindicate the predicted frequencies of

the fundamental spheroidal modgs and coincide with light-grey vertical bands in the lower glan

Figure 28. (a) Beam power distribution of Rayleigh wave backgrountiveen 5 and 8 mHz
estimated from vertical component recordings of a nindastadrray in central Europe. (b) Back
azimuths of an incident plane wave field cannot be recoveegi@gtly from a sparse 9 station array.
This is evident from the array response shown here. Figyymodeced from Kurrle and Widmer-
Schnidrig (2006).

Figure 29. A comparison of the degree 8 Legendre polynomial with iysrgstotic representation.
The scaling factor of Equation 16 was omitted but a constauiof was applied for optimal illustration.

The graph also illustrates the validity of Jeans’ formulhe Bsymptotic representation is applicable
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strictly only nearA=90°. After passing a pole, the asymptotic leads®{ or approximately a quarter
wavelength where = 27 /(¢ + 1/2). Entering and exiting a pole each adtdst.

Figure 30. Spectra of synthetic acceleration seismograms at anrgmtelistance of 83 with
a variety of wavetrains as indicated on the right. All timéesare 12h long. Only the top spectrum
contains all wavetrains that arrive at a station within Mave trains in the other records were zeroed
out. A Hanning taper was applied before calculating the tspe@he full amplitude modulation is
apparent only after 3 wavetrains are recorded at a statiba.cbmbination RRs is an unrealistic
case but demonstrates that wave trains separated by adall grcle carry mode information (see
also the caption to Figure 4). The seismograms were caicnlatith a mode summation code based
on MINOS (see section on Modes of a Spherically Symmetrit¢hiLar

Figure 31 Phase sensitivity to lateral heterogeneity (integrah&eof Equation 20), as function
of harmonic degree in structure. Curves are shown for trdigthnces between 1@&nd 360. Paths
with distance less than 18@re for minor arc paths (B, larger distances are for major arc paths)(R

Figure 32. Comparison of effects of 3D structure on standing wavelit{ieg function) and trav-
eling waves (phase velocity map). The splitting functiorswanverted to phase velocity perturbation
using the conversion factor given by Equation 22. Only evammonic degrees are shown for the
Rayleigh wave map to make it compatible with the splittingdiion of an isolated mode that is not
sensitive to odd harmonics. Both maps are truncated at macndegree 8. Adapted from Laske and
Masters (1996).

Figure 33. Dispersion diagramw(—¢ plot) for spheroidal and toroidal modes for model 1066A of
(Gilbert and Dziewonski, 1975). Red lettering describesatncept of phase)and group ) velocity
for mode(S;». Blue symbols mark fundamental modes with normal dispar&io< c), while green
symbols mark modes with anomalous dispersion-(c). The purple area marks the locationfS
equivalent modes whose group velocity is nearly zero. Tladase/« is used to convert splitting
functions to phase velocity maps (see Figure 32; Equation 22

Figure 34. Group and phase velocity curves for isotropic PREM (Dzieskb and Anderson,
1981) with a 39km thick continental crust. Shown are the &mental modes (label 0) and the first
5 overtones (labels 1-5). Phase velocities span a greatge than group velocities. Overtones have
nearly the same group velocities above 30mHz (periods ahitvan 33s). For clarity of the diagrams,
dispersion for inner core modes and ScS equivalent modes@ieriods are not shown.

Figure 35. Group and phase velocity curves for isotropic PREM with km Thick crystalline
oceanic crust, overlain by 5km of sediments (no water laygirpwn are the fundamental modes (label
0) and the first 5 overtones (labels 1-5). Phase velocitias spgreater range than group velocities.

Overtones have nearly the same group velocities above 3{petiods shorter than 33s). Love wave
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fundamental modes have similar group velocities as ovegtdretween 10 and 20mHz. For clarity
of the diagrams, dispersion for inner core modes and ScSalgnt modes at long periods are not

shown.

Figure 36. Seismograms recorded on ocean bottom differential pressnsors during the 97/98
SWELL Pilot Deployment southwest of Hawaii (Laske et al. 899he recorded frequencies range
from 20 to 50mHz. The waveforms exhibit regular dispersian,low frequencies arrive earlier than

higher frequencies.

Figure 37. Visualization of a Gabor matrix for the seismogram in Feg@r Amplitudes in the
matrix are normalized to optimize the display. The largapial is the fundamental mode that exhibits
dispersion (compare with Figure 34) where the dashed lir&srthe group velocity an analyst would
choose. A combination of overtones arrives before the Rgtylwave. The grey area marks the time—

frequency range used in a time—variable filtering approadbdate the fundamental mode.

Figure 38. Example of our interactive phase measurement procedwhkiath the transfer function
between an observed seismogram and a synthetic is retridveeismogram at station PFO (Pifion
Flat, California) is compared to a fundamental mode syith&he example is extreme in that the
transfer function has to be determined iteratively, duentolarge difference between observed and
synthetic waveform. The bottom panel shows the resultirily @zeraged phase velocity perturbation.
The dashed line marks the results when the waveforms ameedlign the short periods. Also shown

is the results whefr are subtracted or added to the phase.

Figure 39. Arrival angle sensitivity to lateral heterogeneity, asdtion of harmonic degree in
structure. Curves are shown for travel distances betweemrid 330. Paths with distance less than
180 are for minor arc paths (B, larger distances are for major arc paths)(RVe do not analyze

data within 20 of the antipode so the kernels were omitted.

Figure 40. Visualization of a Gabor matrix for the synthetic seisnagrof Figure 37. The top
panel shows the complete synthetic, including all modespeded for isoptropic PREM with a 39km
thick continental crust. The bottom panels show the Gabdrixtfar the fundamental mode and first
five overtones. While the fundamental mode is well isolatbd, interference between overtones is
rather complex. Note that the amplitudes for the 5th overtme rather small. Also note that overtones
beyond order 7 are required to compose the overlapping batlg phases andScS (see also Figure
33).

Figure 41 Events from the Harvard CMT catalog, for each year since818aown are all event
with scalar seismic moment/, > 5 x 10'"Nm. For shallow events, this corresponds approximately

to Mg > 5.4. Shown are "shallow” events with source depths less thamabkich comprise 79% of
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all earthquakes. Events deeper than 75km, which are paligrietter earthquakes to study overtones,
account for only 21% of all earthquakes.

Figure 42. Estimation of the bias on fundamental mode phase velostiynates introduced by
overtone interference. Measurements are with respectnttafuental mode synthetics computed for
model 1066A of Gilbert and Dziewonski (1975). The left parsow the bias on about 1200 synthetic
waveforms that include the complete set of overtones, fotdRgh (R1) and Love (G1) waves. The
right panels show the same synthetic results but now togetitie the anomalies that we measured in
our Laske and Masters (1996) dataset (open circles). Thhetyntest shows that the bias on Love
waves is much greater than on Rayleigh waves, and the biagniicant. On the other hand, the
anomalies that we measure on real data, are an order of mdgmiétrger.

Figure 43. Sensitivity kernels for isotropic structure at depth, Rayleigh wave fundamental
modes and the first two overtones. Rayleigh waves depend tmred parameters but sensitivity to
Vs dominates. Overtone sensitivity i is weak and fundamental modes are affected onlypy
shallower than 50km, when sensitivity 1@ decreases. Overtone sensitivity to structure below about
300km is larger than that of fundamental modes though netketlie scale is different by a factor 2.
The model used to calculate the kernels is PREM.

Figure 44. Sensitivity kernels for isotropic structure at depth, fove wave fundamental modes
and the first two overtones. Love wave fundamental modesremaply sensitive td/s only, but some
sensitivity for density exists, especially for overtonesr details see Figure43. Second overtones are

particularly useful to constrain structure in the tramsitzone.



