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S U M M A R Y
If an earthquake has a primarily unilateral rupture, the pulse width observed on seismograms
will vary depending on the angle between the rupture direction and the takeoff vector to the
station. We have developed a method to estimate the amount of pulse broadening from the
spectrum and apply it to a long-period database of large, globally distributed earthquakes that
occurred between 1988 and 2000. We select vertical-component P-waves at epicentral distances
of 20◦–98◦. We compute the spectrum from a 64-s-long window around each P-wave arrival.
Each spectrum is the product of source, receiver and propagation response functions as well
as local source- and receiver-side effects. Since there are multiple receivers for each source
and multiple sources for each receiver, we can estimate and remove the source- and receiver-
side terms by stacking the appropriate P log spectra. For earthquakes deeper than ∼200 km,
source effects dominate the residual spectra. We use our pulse-width estimates to determine
the best rupture direction and to identify which nodal plane of the Harvard centroid moment
tensor (CMT) solution is most consistent with this rupture direction for 66 events. In about
30 per cent of the cases, one of the two nodal planes produces a much better fit to the data
and can be identified as the true fault plane. When results from previous studies are available
for comparison, our rupture directions are usually consistent with their results, particularly for
earthquakes with simple rupture histories.

Key words: deep earthquakes, directivity, earthquake rupture, earthquake source parameters,
fault planes, P waves.

1 I N T RO D U C T I O N

After an earthquake nucleates, the rupture propagates out from the
source. The space–time history of the rupture depends on many
properties of the fault. For example, the presence of barriers or as-
perities will hinder or encourage the propagation in a certain direc-
tion (e.g. Dunham et al. 2003). Different elastic properties on either
side of the fault will lead to preferential propagation in one direction
(e.g. Andrews & Ben-Zion 1997; Cochard & Rice 2000). In addi-
tion, a branching, curved or stepping fault will influence the rupture
propagation (e.g. Harris et al. 1991; Poliakov et al. 2002). Despite
all these factors that may result in complicated rupture histories,
observations show that many large earthquakes, regardless of ori-
gin depth, have primarily unilateral ruptures. In particular, McGuire
et al. (2001, 2002) recently implemented a method to invert teleseis-
mic traveltime and amplitude measurements for the second-degree
moments of the space–time distribution. Applying this method to
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25 large, shallow earthquakes, the authors found that 80 per cent
had primarily unilateral ruptures. These results suggest that many
earthquakes have a strong directivity signal that can be discerned
from global recordings.

When an earthquake rupture propagates primarily in one direc-
tion, the apparent rupture duration varies with the angle from the
rupture direction. Thus, stations aligned with the rupture direction
record taller, narrower pulses while stations away from the rupture
direction record shorter, broader pulses. For a simple model of uni-
lateral rupture (e.g. Haskell 1964), the pulse width τ at an angle θ

from the rupture direction is, to first order,

τ = L

vr
− L cos θ

c
, (1)

where L is the fault length, vr is the rupture velocity and c is the
seismic wave speed. By analysing the variations in pulse width with
azimuth, one can determine which direction the rupture propagated.

In addition, the rupture directivity can help us determine which
of the two nodal planes of the focal mechanism is the fault plane.
For a double-couple source, slip on either of the two planes gives
identical far-field radiation patterns. The fault plane ambiguity is
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generally resolved with observed surface rupture, previous knowl-
edge of fault orientations or the distribution of aftershocks. When
this information is not available, the directivity of the rupture can be
used to infer the fault orientation. Since an earthquake must rupture
along the fault plane, we can determine which nodal plane is most
consistent with the rupture direction and therefore identify the true
fault plane.

The fault plane ambiguity is particularly difficult to resolve for
deep earthquakes because the ruptures never break the surface and
the earthquakes typically have few aftershocks. However, resolving
the fault planes for intermediate- and deep-focus earthquakes would
help discriminate between the physical mechanisms proposed for
their generation. Based on nodal plane orientations, Jiao et al. (2000)
suggested that earthquakes down to approximately 450 km depth
occur on faults that originally formed in the oceanic lithosphere prior
to subduction. The nodal plane orientations for deeper earthquakes
are more scattered, suggesting a change in mechanism. Houston
et al. (1998) and Persh & Houston (2004) also see a change in
rupture properties for earthquakes around 550 km in their studies
of the source-time functions of earthquakes >100 km depth.

Rather than studying the details of the rupture process for one or a
few earthquakes, our approach is to study the average directivity of
tens of earthquakes and to extend the analysis to smaller-magnitude
events than previously studied. In this paper, we describe a system-
atic method to determine the rupture direction of earthquakes based
on a simple model of unilateral rupture and to use the directivity of
the rupture to distinguish the fault plane from the auxiliary plane.
With this method, we compute the spectrum around each P-wave
arrival and relate the slope of the log spectrum to pulse width. For
each earthquake in a global catalogue of large events, we have many
estimates of pulse width at various azimuths and distances that we
use to determine the best-fitting rupture direction and fault plane.

2 DATA A N D P RO C E S S I N G

We analyse seismograms from a global, long-period database that we
maintain online (see Bolton & Masters 2001, for a detailed database
description). This database contains velocity seismograms with a
sampling rate of 1/s recorded at stations of the global seismic net-
works from 1976 to the present for >7500 earthquakes with mb ≥
5.5. However, we only have a consistently sufficient number of sta-
tions for each earthquake beginning around 1988. We select P-wave
arrivals observed between 20◦ and 98◦ with signal-to-noise ratios
(SNRs) ≥3. We define the SNR as the ratio of the largest ampli-
tude in the 64-s-long time window from which we compute the
spectrum (see below) to the largest amplitude during the preceding
64 s. While recordings at stations at the smallest and largest ranges
may be subject to stronger attenuation, either from spending more
time in the upper mantle or from interactions with core–mantle-
boundary structure, we choose to include them because the increase
in observable focal-sphere area improves our results.

After we identify the seismograms that fit these criteria, we com-
pute the spectrum around each P-wave arrival with a multitaper
method (Thomson 1982; Park et al. 1987). We use a time–bandwidth
product of 1.5 and two orthogonal tapers, so the resulting spectra
have a small amount of smoothing. Each spectrum is computed for a
64-s-long window that begins 15 s before the arrival time predicted
by IASPEI91 (Kennett 1991). As long as there is a strong P-wave
arrival, the exact timing of the window does not significantly change
the computed spectrum. The standard deviations of the spectral es-
timates are typically 5–15 per cent of the total amplitude of the

spectrum, although the errors are often substantially larger above
∼0.4 Hz.

3 M E T H O D S

3.1 Separation of source and attenuation components
of spectrum

Each computed spectrum U(f ) is the convolution of source S(f ),
receiver R(f ), instrument I(f ) and propagation A(f ) response func-
tions:

U ( f ) = A( f ) S( f ) R( f ) I ( f )/G, (2)

with the amplitude scaled by the geometrical spreading factor G.
Interpreting spectral variations between stations and earthquakes
requires isolating these effects, and we separate them following the
stacking technique of Warren & Shearer (2000). We take the log of
the spectrum and correct for a theoretical source model S̄ with an
ω−2 falloff at high frequencies (e.g. Houston & Kanamori 1986), the
1-D PREM attenuation model Ā (Dziewonski & Anderson 1981),
and the known instrument response:

log Ũ = log U − log S̄ − log Ā − log I. (3)

In the Earth, there are deviations from the theoretical source and
attenuation models. Since we have multiple receivers for each earth-
quake and multiple earthquakes for each station, we can approxi-
mate the source- (T) and receiver-side (R) variations by stacking the
appropriate spectra. For the ith earthquake and the jth station, we
have

log Ti = 1

N

∑
j=1,N

[log Ũ i j − log R j ],

log R j = 1

M

∑
i=1,M

[log Ũ i j − log Ti ]. (4)

The solution is obtained iteratively and generally converges to a
stable solution for T and R after only a few iterations. First we stack
the appropriate spectra to find each source term Ti, assuming each
station term Rj is zero, and then we use the Ti values to find Rj.
These Rj terms are, in turn, used to find Ti and so on until stable
solutions for T and R are found. The station stacks include the site
response and near-receiver attenuation, while the earthquake stacks
contain deviations from the average source model and near-source
attenuation. We assume that attenuation around each earthquake
and station is uniform. If strong lateral attenuation variations exist
at these locations, they will be mapped into rupture directivity. After
correcting for the average source and attenuation models and source-
and receiver-specific terms, the residual spectrum is

log U ′
i j = log Ui j − log S̄ − log Ti − log R j − log I j

− log Ā − log G. (5)

Since shallow variations in attenuation are absorbed in the source
and receiver terms, the residual spectrum represents azimuthally
varying source effects T ′ (i.e. directivity), interference P from depth
phases and core reflections that arrive during the signal window and
deep lateral variations in attenuation A′. We rewrite the residual
spectrum in terms of these quantities:

log U ′
i j = log T ′

i ( f, θ ) + log Pi ( f, θ ) + log A′
i j ( f ) + b, (6)

where θ is the angle from the rupture direction and b is a frequency-
independent constant.
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Interference from other phases is potentially a large source of
error, particularly for shallow events, since we compute the spectrum
for a 64-s-long window that includes 49 s after the predicted P-wave
arrival time. Depending on the earthquake depth and the epicentral
distance to the station, depth phases and core reflections may also
arrive within this time window and interfere with determining the
frequency content of the P wave. Typically, the depth phases (pP and
sP) have large amplitudes so we restrict our analysis to earthquakes
deeper than ∼200 km to avoid them. While the core reflections
(PcP, pPcP and sPcP) do arrive within the studied time window
for some epicentral distances, their effects are small because their
amplitudes are generally much smaller than the P-wave amplitudes
and we can usually ignore their effect. In addition, the takeoff angles
for P and PcP waves are close to each other so the pulse widths for
both phases will typically be similar.

Previous work has shown that lateral variations in attenuation in
the lower mantle would have to be large in both magnitude and spatial
extent to have a significant signal (Warren & Shearer 2002), so we
set log A′ to 0 and interpret the remaining signal in terms of rupture
directivity. On the basis of previous studies of large earthquakes
(e.g. McGuire et al. 2002), we expect this to be a large signal.

3.2 Estimation of pulse width from log spectrum

For the Haskell (1964) model of unilateral rupture, the far-field
radiation solution at colatitude θ , longitude φ and radius r, in terms
of particle velocity, is

du

dt
= Rα(θ, φ, r )µhIα + Rβ (θ, φ, r )µhIβ, (7)

with

Ic = D

∫ L

0

[
d2

dt2
G

(
t − r

c
− ξ

c
−

(
c

vr
− cos θ

))]
dξ

=
(

L D

τ

)[
d

dt
G

(
t − r

c

)
− d

dt
G

(
t − r

c
− τ

)]
, (8)

double-couple radiation pattern Rc, source-time function G(t), shear
modulus µ, pulse width τ , fault length L, fault width h, final fault
displacement D and seismic wave speed c (α for P-waves and β for
S waves). Integrating eq. (7) gives the displacement (Savage 1972):

uc = Rc(θ, φ, r )

(
µL Dh

τ

)[
G

(
t − r

c

)
− G

(
t − r

c
− τ

)]
. (9)

The amplitude of the Fourier transform of eq. (9) is

|uc| = Rc(θ, φ, r ) M0 (2π f ) |Ḡ| |F( f, τ )|, (10)

with seismic moment M 0 = µhLD and

F( f, τ ) = sinc( f τ ) = sin(π f τ )

π f τ
. (11)

Taking the logarithm of eq. (10), converting to velocity, and
restricting the analysis to compressional waves gives

log |u̇α| = log(Rα(θ, φ, r )) + log M0 + log(2π f )

+ log | ¯̇G| + log |sinc( f τ )|. (12)

In removing an average source model and source-specific stacks, we
have accounted for differences in the source-time function between
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Figure 1. Predicted slope of residual P log spectra as a function of pulse
width at frequencies of 0.0469, 0.0625 and 0.0781 Hz. Steeper slopes, which
represent spectra with more high frequencies, correspond to shorter pulse
widths while more negative slopes correspond to longer pulse widths. As
pulse widths increase, the spectrum falls off more quickly and the slope
we measure corresponds to the sidelobes rather than the main branch of
the spectrum. We measure the log-spectral slope at 0.0625 Hz and find the
corresponding pulse width on the main branch of the curve.

earthquakes. Thus, the remaining spectrum is

log |u̇′
α| = log |u̇α| − log M0 − log | ¯̇G|

= log(Rα(θ, φ, r )) + log(2π f ) + log |sinc( f τ )|
= log(Rα(θ, φ, r )) + log(2π f ) + log |sin(π f τ )|

− log(π f τ )

= log(Rα(θ, φ, r )) + log(2π ) + log f + log |sin(π f τ )|
− log(πτ ) − log f

= a + log |sin(π f τ )|, (13)

after grouping all frequency independent terms together into a.
We can relate the slope of the log spectrum to the pulse width

with the derivative of eq. (13):

d log |u̇′
α|

d f
= πτ cot(πτ f ). (14)

Fig. 1 shows eq. (14) as a function of pulse width τ for three frequen-
cies. At a given frequency, a more negative slope, which represents
a steeper falloff with frequency, corresponds to a longer rupture
duration while a larger slope corresponds to a shorter rupture dura-
tion. For a given slope measured at different frequencies, the rupture
duration is longer for lower frequencies. The multiple branches in
the plot show that the measured slope does not uniquely determine
the pulse width. However, the branches for longer rupture durations
correspond to the sidelobes of the spectrum and we assume that our
measurements lie on the branch with the shortest durations.

Ideally, we would select the frequency band for these measure-
ments based on the moment magnitude of the earthquake. Assuming
a theoretical source model with ω−2 falloff at high frequencies and
values for the stress drop and seismic wave speed, the moment mag-
nitude allows us to estimate the corner frequency fc of the event.
The corner frequency and the rupture duration are related as

τ = 2/ fc. (15)

Since our stacking technique removes the spectrum corresponding
to the average rupture duration, the residual spectrum for an obser-
vation with this rupture duration should have a slope of zero. Thus,
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we calculate which frequency maps the expected rupture duration
to a slope of zero. Setting eq. (14) to zero and substituting eq. (15),
we find that the spectral slope should be measured at

f = fc/4. (16)

In practice, there is enough uncertainty in the variables used to
estimate fc that it is not useful for determining the frequency band
for our measurements. We have experimented with estimating fc

from the earthquake stacks, but find that the microseism peak around
0.1 Hz severely influences these estimates. To ensure that we avoid
microseism energy in our measurements of slope, we select a fixed,
lower-frequency band. We find the most stable results for a frequency
band from 0.039–0.086 Hz. While a band centred at 0.0625 Hz is
most appropriate for earthquakes of approximately MW 6.1 –MW 6.4,
the main effect it will have on our analysis for earthquakes of other
sizes is to scale the estimates of mean rupture duration and rupture-
duration variations. Thus, even though we cannot always believe the
absolute values of rupture duration and the magnitude of variations
(as well as the rupture velocities and fault lengths derived from
them), the ordering of longer and shorter durations will still be
correct.

We estimate the spectral falloff over the desired frequency band
by fitting a straight line to the log spectrum and relating the esti-
mated slope of the line to rupture duration with eq. (14) for the
center frequency of the band. We also use the estimated errors in
the spectrum to determine errors in log-spectral slope and, in turn,
rupture duration.

3.3 Determination of earthquake rupture direction,
rupture velocity, and fault length

Each earthquake is recorded by stations at different azimuths and
distances, so we can see the angular variations in pulse width by
estimating the pulse widths at many stations. Using the IASPEI91
model, we determine the takeoff direction to each station and plot
the pulse-width estimate for each station at the appropriate location
on the lower hemisphere of the focal sphere, as all P-waves in this
analysis have lower-hemisphere takeoff angles. We compare our
observations with a simple model of unilateral rupture to determine
the best rupture direction and fault plane orientation.

Assuming that the P waves can be isolated from the other phases,
we illustrate the procedure for determining the best rupture direction
and identifying the fault plane for two synthetic earthquakes with
uniform station coverage and perfect measurements of pulse width.
Fig. 2(a) shows predictions for a 300-km-deep earthquake with near-
horizontal rupture propagation along a roughly east–west trending
fault. Fig. 3(a) shows predictions for a 600-km-deep earthquake with
near-vertical rupture propagation on a plane dipping steeply to the
south. We assume uniform station coverage to illustrate the method;
for real data the stations would be more sparsely distributed. The
different earthquake depths provide different areas of focal-sphere
coverage. For the intermediate-depth earthquake, we image a smaller
ring with steeper takeoff angles than for the deeper earthquake. The
different angles of rupture propagation yield different patterns of
pulse-width variations. Of course the shortest and longest durations
are centred around the directions of rupture propagation and its
opposite. Thus, for the example with the shallowly plunging rupture,
the shortest durations are to the east and the longest durations to
the west. The mean rupture durations define a near-vertical plane
running through the middle of the focal sphere. In contrast, for
the steeply rupturing earthquake, we cannot observe the shortest
durations because they leave the source upwards. The shortest lower-

hemisphere durations are to the north, while the longest durations
are observed for rays taking off steeply towards the south.

To determine the rupture direction of the earthquake, we first
require that it lie on one of the nodal planes resolved by the focal
mechanism. For the focal mechanism, we use the best double-couple
solution from the Harvard centroid moment tensor (CMT). Assum-
ing a simple model of unilateral rupture (so that a plot of pulse
width vs angular distance from rupture direction can be fit by a
cosine curve), we test all possible rupture directions on the two
nodal planes, in 5◦ increments, to find the rupture direction with the
smallest L1 misfit. For this direction and the best-fitting direction
on the other nodal plane, we plot the pulse-width estimates against
the angular distance from the rupture direction with the best-fitting
cosine curve superimposed. When we present the results for real
earthquakes, we also plot error bars that show the standard devi-
ations in the pulse-width estimates. We compare the misfit of the
cosine curve to the misfit for a point source model, which has the
same pulse widths at all azimuths and takeoff angles. For the two
synthetic earthquakes, these comparisons are plotted in Figs 2(b)
and 3(b). In both cases, we recover the input rupture direction and
fault plane. Since no error was introduced, the pulse-width estimates
for the fault plane are perfectly fit by a cosine curve. For the best
rupture direction on the auxiliary plane, there is considerable scatter
in the angular distribution of pulse-width estimates and the cosine
curve has a larger misfit. For the deep earthquake with a steeply
dipping rupture, the fit for the auxiliary plane is not much better
than the fit for a point source.

Next, we test the robustness of the rupture direction by bootstrap
resampling (Efron 1982) of the estimates of pulse width. The dis-
tribution of rupture directions we find—either clustered together
or spread out—indicates whether or not the rupture direction is
well constrained. The fraction of the time each plane is preferred
indicates how well constrained the solution is. In the case of the
synthetic earthquakes, which contained perfect data and known fo-
cal mechanisms, we find no scatter in the rupture direction and can
identify the fault plane 100 per cent of the time. In Section 4.1,
after we introduce errors to our examples, we will discuss this
further.

Finally, we relax the constraint that the rupture direction must
lie on one of the two nodal planes and test all directions, in 10◦

increments, on the focal sphere. For each direction, the misfit rela-
tive to a point source is plotted in Figs 2(c) and 3(c) for the two
synthetic earthquakes. For the deeper earthquake with a steeply
dipping rupture angle, the rupture direction is fairly tightly con-
strained. However, the misfit function is not symmetric: the mis-
fit increases more rapidly when the rupture angle steepens than
shallows. In contrast, the rupture direction for the shallower, hor-
izontally rupturing earthquake is not as tightly constrained, defin-
ing a more elongated cloud of directions with low misfit values.
As a result, the rupture azimuth can be resolved better than the
rupture angle. The difference in resolution of rupture direction is
due to the varying focal sphere coverage and rupture angles. Since
the pulse-width estimates for the 300-km-deep earthquake cover a
smaller area of the focal sphere and do not include the rupture di-
rection, the rupture direction is more difficult to resolve. We also
test the robustness of the best rupture direction anywhere in the
focal sphere with bootstrap resampling and, for the results for real
earthquakes, plot the distribution of rupture directions. Their dis-
tribution shows the range of possible rupture directions for each
earthquake.

The slope and intercept of the cosine curve allow pulse widths to
be estimated for rays propagating in all directions. The difference
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Figure 2. Synthetic results for a 300-km-deep earthquake with uniform station coverage, exact measurements of pulse width, and a nearly horizontal rupture
along a plane striking 66◦. (a) Demeaned estimates of pulse width (blue = short and red = long triangles) are plotted on the lower hemisphere of the focal
sphere with the best double couple of the Harvard CMT solution. The diamonds (upward-propagating away from indicated direction) and circles (downward-
propagating towards indicated direction) show the best-fitting rupture directions (assuming predominantly unilateral rupture) that lie on one of the nodal planes,
with green indicating the best fit on either plane and purple indicating the best fit on the other plane. (b) The pulse-width estimates as a function of the angle
from the green and purple directions are plotted with the best-fitting cosine curve superimposed. The curves are offset from one another. The numbers in the
top row indicate the misfit for a point source (1.74), for the lower cosine curve (0.00, 0.00 relative to a point source), and for the upper cosine curve (1.35,
0.77 relative to a point source). The numbers at the bottom indicate the fraction of the time each plane is preferred with the bootstrap resampling: 1.00 for the
plane corresponding to the lower curve and 0.00 for plane corresponding to the upper curve. (c) We test all rupture directions on the focal sphere and plot the
fit for each vector relative to the fit for a point source. As before, diamonds indicate upward-propagating ruptures and circles indicate downward-propagating
ruptures. The black symbol indicates the best-fitting direction anywhere in the focal sphere. The misfit is lowest in an elongated band along the actual fault
plane. (d, e, f) As for (a, b, c) except 20◦ error in strike of focal mechanism. The orange lines indicate the true focal mechanism while the black lines show the
resolved focal mechanism. The black diamonds and circles are the rupture directions found from bootstrap resampling. The correct nodal plane is identified as
the fault plane. However, when the rupture is constrained to lie on the plane, the rupture appears to propagate more steeply than the actual rupture. (g, h, i) As
for (d, e, f) except 20◦ error in dip of focal mechanism. In this case, the true rupture direction still lies on the fault plane. The best-fitting direction on the other
nodal plane gives a good fit.

in pulse width for rays leaving the source in the direction of rup-
ture propagation (τ towards) and in the direction opposite to rupture
propagation (τ away) can be used to determine the fault length. From
eq. (1) we have

L = 0.5α(τaway − τtowards). (17)

By substituting an appropriate value for the compressional wave
speed α at the source (taken from IASPEI91), we can find the length

of the fault. We can also determine the rupture velocity:

vr = 2L

τaway + τtowards
= α

(τaway − τtowards)

(τaway + τtowards)
. (18)

Note that these quantities are very sensitive to the rupture direction
and fitted cosine curve. As a result, if these parameters are poorly
constrained, the fault length and rupture velocity will also be poorly
resolved.
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Figure 3. Synthetic results for a 600-km-deep earthquake with uniform station coverage, exact measurements of pulse width, and a steeply plunging rupture
along a south-dipping plane. Description same as for Fig. 2. The best-rupture direction is more tightly constrained than for the previous example. Errors of 20◦
in the strike or dip of the focal mechanism do not prevent identification of the fault plane.

4 P O T E N T I A L E R RO R S A N D B I A S E S

4.1 Errors in focal mechanism

In this study, we use the directivity of earthquake ruptures to try to
determine which of the two nodal planes of the Harvard CMT is the
fault plane. Errors in the focal mechanism may hinder our ability
to identify either plane as the fault plane or lead to identification
of the wrong plane as the fault plane. Expected errors, based on
the consistency of focal mechanisms common to three earthquake
catalogues, are 14◦ for directions such as slip vectors and P, T and
N axes (Helffrich 1997). We separately investigate the effect of 20◦

errors in the strike and dip of the focal mechanism for the two
synthetic earthquakes discussed above. The relative importance of
errors in strike and dip depends on the focal mechanism and rupture
direction: for the intermediate-depth strike-slip event, changes in
strike result in larger misfits while for the deep thrust event, changes
in dip result in larger misfits.

The results for the intermediate-depth, horizontally propagating
earthquake are shown in Figs 2(d)–(i). When we rotate the strike
of the focal mechanism by 20◦, the E–W trending nodal plane no
longer contains the longest and shortest durations in the focal sphere.

The best-fitting rupture direction on a nodal plane still lies on the
E–W plane, but the rupture direction, which plunges ∼60◦, is much
steeper than before. There is a range of 35◦ in the rupture directions
determined by bootstrap resampling. In addition, scatter is intro-
duced in the fit of the cosine curve. The misfit (relative to a point
source) for the best rupture direction on the E–W plane increases
from 0.00 to 0.32. The misfit for the best rupture direction on the
N–S plane stays relatively constant, decreasing slightly from 0.77
to 0.72. As a result of the steeper resolved rupture direction, the
computed rupture velocity and fault length will be larger than their
true values.

When we rotate the dip of the focal mechanism by 20◦, the E–W
plane keeps nearly the same orientation while the N–S plane now
dips more shallowly to the east. The change in dip of the N–S plane
causes the best-fitting rupture direction on it to lie in a region of
lower misfit than before. While the misfit has decreased to 0.41 of
the misfit for a point source, it is still higher than the misfit for the
actual fault plane (0.03) and we are able to identify the actual fault
plane 100 per cent of the time.

The results for the deep, vertically propagating earthquake are
shown in Figs 3(d)–(i). When the strike of the focal mechanism
is rotated by 20◦, the rotated fault plane still contains the actual
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rupture direction so there is little change in the fit of the best rupture
directions on the nodal planes.

When the dip of the focal mechanism is made more shallow
by 20◦, the more steeply dipping plane (the fault plane) no longer
crosses the region with the lowest misfit values and the misfit for
both nodal planes increases. The misfit relative to a point source
for the fault plane increases from 0.00 to 0.41 and the misfit for
the auxiliary plane increases from 0.85 to 0.92. Since the misfit for
the shallow-dipping plane is much larger than for the steep-dipping
plane, we can still identify the more steeply dipping plane as the
fault plane. The larger misfit reflects the increased scatter in the
pulse widths with respect to the cosine curve. The shallower re-
solved rupture direction leads to an underestimation of the rupture
velocity and fault length. Note that if we had rotated the dip 20◦

in the opposite direction the misfit for the two nodal planes would
be more similar and we would have trouble identifying the fault
plane.

For all the cases of focal mechanism errors discussed here, we
identify the fault plane as the nodal plane more closely oriented to
the actual fault plane. The rupture direction, when allowed to be
anywhere in the focal sphere, does not change. However, when it is
constrained to lie on a nodal plane, the angle and azimuth of rupture
propagation can appear quite different from the true direction. The
overall effect of errors in the focal mechanism is to increase the
misfit for the true fault plane. The misfit for the auxiliary plane may
increase or decrease. Even if it decreases, it is larger than the misfit
for the true plane so the true plane can be distinguished. In addition,
errors in the focal mechanism can lead to errors in the computed
rupture velocity and fault length.

4.2 Earthquake mislocation

While earthquakes are not perfectly located, the errors introduced by
mislocations are very small in this analysis. Mislocations, like 3-D
variations in seismic velocity, will result in travel time anomalies.
As a result, the time window from which we compute the spectrum
may be slightly shifted with respect to the P-wave arrival for each
station or each earthquake. However, as long as there is a strong
P-wave arrival within the studied time window, the spectrum will
not be affected by the exact timing of the window.

Errors in earthquake depth and location have a small effect on how
much and what part of the focal sphere we can image. As shown in
Fig. 4, the imaged area of the focal sphere depends on the earthquake
depth. Takeoff angles are computed using the IASPEI91 velocity
model. For shallower earthquakes we image a smaller ring covering
more steeply diving takeoff rays than for deeper earthquakes. Thus,
errors in earthquake depth will result in inflation or compression
of the ring of measurements depending on whether the resolved
depth is too shallow or too deep. For intermediate- and deep-focus
earthquakes, we experiment with changing the earthquake depths
by 50 km. For such deep earthquakes, changes in the takeoff angles
due to depth errors are essentially negligible [see Figs 4(a–b) and
(5a–b)]. Depth errors may change the fitting parameters of the cosine
curve, leading to errors in fault length and rupture velocity, but will
not interfere with determining the fault plane. Note that this analysis
depends only on the rupture direction and is independent of the focal
mechanism.
Errors in earthquake latitude and longitude also result in negligibly
small variations in focal sphere coverage. In Figs 4(c) and (d) we
compare the region of the focal sphere imaged by earthquakes at
300 and 600 km depth and the region of the true focal sphere that

a                                        b

c                                        d

X
◊

X
◊

X
◊

X
◊

Figure 4. Effect of errors in earthquake depth and location on focal sphere
coverage. (a) Shaded disk shows focal sphere coverage (epicentral distances
of 20◦–98◦) for a 300-km-deep earthquake. Dashed lines outline the area for a
350-km-deep earthquake. The x indicates the shallow rupture direction used
in Fig. 5 and the diamond indicates the steep rupture direction used in Fig. 5.
(b) Shaded disk shows focal sphere coverage for a 600-km-deep earthquake.
Dashed lines outline the area for a 650-km-deep earthquake. (c) Shaded
disk shows focal sphere coverage for a 300-km-deep earthquake. Dashed
lines indicate focal sphere coverage if the earthquake were mislocated by 5◦
to south. (d) Shaded disk shows focal sphere coverage for a 600-km-deep
earthquake. Dashed lines indicate focal sphere coverage if the earthquake
were mislocated by 5◦ to south.

would be imaged if each of these earthquakes was mislocated by
5◦ (∼555 km) to the south, an unrealistically large mislocation.
Location errors shift and distort the ring of observable directions
on the focal sphere. For a mislocation to the south, the apparent
ring of focal sphere coverage is shifted to the north and stretched
so that it covers a narrower, more steeply plunging range of takeoff
angles to the south and a wider, more shallowly plunging range of
takeoff angles to the north. The difference in focal sphere coverage is
greatest for deeper earthquakes. The plots comparing the cosines of
the angles between the rupture and takeoff directions [see Figs 5(c)
and (d)] show some scatter, but average to a straight line with a slope
of one. As for the depth errors, location errors are more likely to
result in errors in determining the fault length and rupture velocity
than in distinguishing the fault plane.

Similarly, whether we use an earthquake’s centroid or epicen-
ter as its location will have little effect on determining the fault
plane. Even for events where the two locations are separated by rel-
atively large distances, such as the >200 km separation for the 2001
Central Kunlun earthquake (Lin et al. 2002), we should be able to
determine the fault plane if the earthquake ruptures predominantly
unilaterally.

4.3 Deviations from unilateral rupture

We test whether the observed variations in pulse width are
consistent with a simple model of unilateral rupture. Many
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Figure 5. Comparison of angle between rupture and takeoff vectors for errors in earthquake depth and location. Intermediate earthquakes are 300 km deep. The
points are shifted up by 0.5. Deep earthquakes are 600 km deep. The dashed line marks identical values for the two earthquake locations. (a) Angle comparison
for the depth changes illustrated in Figs 4(a–b) and a shallow rupture direction (indicated by x). (b) Angle comparison for the depth changes illustrated in
Figs 4(a–b) and a steep rupture direction (indicated by diamond). (c) Angle comparison for the location changes illustrated in Figs 4(c) and (d) and a shallow
rupture direction (indicated by x). (d) Angle comparison for the location changes illustrated in Figs 4(c) and (d) and a steep rupture direction (indicated by
diamond).

earthquake ruptures are more complicated than this, however, and
may interfere with our determination of rupture directions and fault
planes.

For example, for a symmetrically bilateral rupture, the rupture
propagates at equal velocities in opposite directions along the fault.
As a result, the longest durations are observed in the directions
of rupture propagation. Rupture durations decrease according to a
cosine curve as takeoff angles move away from this direction (e.g.
Bollinger 1968). Since the apparent rupture duration will be the
same in both directions along the rupture azimuth, the apparent
fault length and rupture velocity we estimate will be 0 km and
0 km s−1, respectively, if we have observations around the entire
focal sphere. Since we only measure the pulse width of rays with
lower hemisphere takeoff angles, whether or not we can identify the
fault plane for a bilateral earthquake, or even distinguish if from a
point source, depends on the portion of the focal sphere that we can
image and the angle of rupture propagation. Pulse-width estimates
from a steeply plunging bilateral rupture can be fit with a cosine
curve just as for a steeply plunging unilateral rupture and used to
determine the fault plane. On the other hand, a bilateral rupture
propagating at a shallow angle will be difficult to distinguish from
a point source because observations of shorter durations will be
sandwiched between observations of longer durations. Similarly, for
other rupture geometries that deviate from the model of unilateral
rupture, such as asymmetrically bilateral or circular ruptures, we
will have difficulty identifying the fault plane and, even when the
fault plane can be determined, we will underestimate fault lengths
and rupture velocities.

Earthquakes composed of multiple subevents may also present
complications to our determination of the fault plane. In the simplest

such case, where the rupture is composed of two subevents, the time
delay between the two subevents is related to the cosine of the angle
between the rupture direction and the takeoff vector to the station,
just as for the variations in pulse width. However, the subevents will
not necessarily rupture in the same direction, or even have the same
focal mechanisms, so each arrival may have a different directivity
signal. In addition, the relative arrival times of the subevents will
affect the spectrum. Later we compare our results for some complex
events to the results of other studies. In general, we can resolve the
fault plane when the rupture begins unilaterally, although the fit is
not as good as for simpler events and the rupture direction is more
difficult to resolve.

5 R E S U LT S F O R I N T E R M E D I AT E - A N D
D E E P - F O C U S E A RT H Q UA K E S

5.1 General results

Restricting our analysis to earthquakes deeper than 200 km depth,
we study the rupture directivity of 66 events. A summary of the
preferred fault planes, confidence levels, rupture directions, rupture
velocities and fault lengths for these earthquakes is presented in
Table 1. The observed azimuthal variations in pulse width and fits
for rupture direction are plotted in Appendix S1 (online as sup-
plementary material). The solutions are for earthquakes recorded
at ≥25 stations at epicentral distances of 20◦–98◦ with minimum
SNRs of three. We have experimented with tighter constraints on
these three parameters and find that most solutions do not change
significantly, so we use the looser constraints to analyse rupture
properties for more earthquakes.
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Figure 6. Geographic distribution of earthquakes (beach balls, top) and stations (triangles, bottom) included in this study.

For the preferred input parameters, the geographical distributions
of earthquakes and stations are shown in Fig. 6. Most of the earth-
quakes are located in the western Pacific subduction zones, from the
Sea of Okhotsk in the north to south of the Fiji Islands, and west to
the Java Sea. There are also several earthquakes in South America
and the Himalayas. The 286 stations are well distributed around
the world. This distribution of earthquakes and stations pro-
vides reasonable focal sphere coverage for earthquakes in most
regions.

Figs 7(a)–(d) shows histograms of the magnitudes, depths, num-
ber of recording stations, and focal mechanisms for the studied
events. There are many earthquakes just below 200 km depth, but
few around 250 km depth. With increasing depth, the number of
earthquakes in each depth bin steadily increases from 250 to 600 km.
Earthquake magnitudes range from MW 5.7 to MW 8.2, peaking just
above MW 6.0. The minimum number of good SNR stations required
for including an earthquake is 25, which is also the mode of the dis-
tribution. There are fewer earthquakes recorded by more stations.
More than half the earthquakes have normal focal mechanisms.

For ∼30 per cent of these events, there is sufficient focal sphere
coverage to identify them as being unilateral and to determine the
fault plane. For these unilateral events, we can determine the fault
plane with certainty when we have good focal sphere coverage,
an accurate focal mechanism, and a relatively simple rupture his-
tory. When the best rupture direction lies near the intersection of the
nodal planes, we cannot identify which plane slipped. Below, in Sect-
ions 5.2–5.9, we interpret our rupture directions and fault plane de-
terminations and compare them with the results of previous studies.

In addition to determining rupture directions and fault planes, we
calculate rupture velocities and fault lengths. These values are more
sensitive to errors in focal mechanism and earthquake location than
the fault plane identification, as discussed in Sections 4.1 and 4.2.
Histograms of the fault lengths, rupture velocities, and angles of
rupture propagation, as listed in Table 1, are plotted in Figs 7(e)–
(h). When we plot the best rupture directions found from searching
over the entire focal sphere, we find that ruptures propagate in any
direction, with a slight preference for ruptures to propagate upwards
at angles steeper then 50◦. When we require that the rupture lie on
one of the nodal planes of the CMT, there is still a preference for rup-
tures to propagate upwards, although there are also many ruptures
clustered near subhorizontal directions. The differing preferences
for vertical or horizontal rupture propagation probably result from
the combination of errors in focal mechanism and insufficient focal
sphere coverage to precisely resolve the rupture direction.

Some of the computed rupture velocities, which are as high as
25 km s−1, are physically unreasonable. Most of these values corre-
spond to earthquakes with large misfits for the best rupture direction
on both nodal planes. In addition, they tend to have estimates clus-
tered over a small range of angles, which causes any scatter from
measurement error to be mapped into a cosine curve with large dif-
ferences in the longest and shortest pulse widths. This is also the
case for the two negative rupture velocity estimates, which result
from cosine curves that predict negative pulse widths in the direc-
tion of rupture propagation. The negative rupture velocity does not
indicate that the rupture propagated in the other direction. The rup-
ture velocities and fault lengths that we present are only reliable

C© 2005 RAS, GJI, 164, 46–62



Systematic rupture directivity analysis 57

200 400 600
0

5

10

15

20

Depth (km)
N

um
be

r 
of

 e
ar

th
qu

ak
es a

6 7 8
0

5

10

15

20

M
W

N
um

be
r 

of
 e

ar
th

qu
ak

es b

50 100 150
0

10

20

30

Number of recording stations

N
um

be
r 

of
 e

ar
th

qu
ak

es c

N O S T
0

10

20

30

40

Focal mechanism

N
um

be
r 

of
 e

ar
th

qu
ak

es d

−90 −60 −30 0  30 60 90 
0

5

10

15

Rupture angle (° from horizontal)
N

um
be

r 
of

 e
ar

th
qu

ak
es e

−90 −60 −30 0  30 60 90 
0

5

10

15

20

Rupture angle (° from horizontal)

N
um

be
r 

of
 e

ar
th

qu
ak

es f

0 50 100
0

5

10

15

20

Fault length (km)

N
um

be
r 

of
 e

ar
th

qu
ak

es g

0 10 20
0

10

20

30

Rupture velocity (km s−1)

N
um

be
r 

of
 e

ar
th

qu
ak

es h

6 7 8
0

20

40

60

80

100

120

M
W

F
au

lt 
le

ng
th

 (
km

)

i

Figure 7. Histograms showing depth (a), magnitude (b), number of recording stations (c), focal mechanism (d), rupture angle when rupture is constrained to
lie on a nodal plane (e), rupture angle when rupture is allowed to lie anywhere in focal sphere (f), fault length (g) and rupture velocity (h) for studied earthquakes
and a scatterplot of estimated fault length as a function of MW (i). For the larger earthquakes (MW ≥ 6.5) in the data set, fault length increases with MW (straight
line). For the focal mechanism, normal is abbreviated N, oblique O, strike-slip S, and thrust T.

when the rupture direction is well resolved. As a result of not be-
ing able to resolve the rupture direction for a large fraction of the
studied earthquakes, we only see a slight suggestion of the expected
increase in fault length with increased earthquake magnitude for
earthquakes with MW ≥ 6.5 [Fig. 7(i)].

5.2 1994 July 21 Japan Sea earthquake

The 1994 July 21 Japan Sea earthquake occurred at 471 km depth
and had MW 7.3. When the estimates of pulse width at different
stations are plotted on the focal sphere [see Fig. 8(a)], they show co-
herent patterns with shorter than average durations to the south and
southeast and longer than average durations to the north and west.
The differences in rupture duration are also apparent in the varying
slopes of the residual spectra (Fig. 9) and the varying time delays
between the two subevents of the earthquake on the displacement
seismograms (Fig. 10). In Fig. 10, the seismograms are arranged by
the angle between the best-fitting rupture direction and the takeoff
vector to the station. For stations closest to the direction of rupture
propagation, the seismograms show the smallest time difference be-
tween the two subevents. As the angle increases, the two peaks move
farther apart and the residual spectra become increasingly depleted
in high-frequency energy. While the source-time function of this
earthquake does not perfectly conform to our original model of uni-
lateral rupture, the time delay between two subevents as a function

of the angular distance from the rupture direction can be modelled
by the same cosine curve as the pulse width of a single event, so the
method is still applicable.

Since there is good focal sphere coverage for this event, the rup-
ture azimuth is well constrained to be 170◦–180◦. The angle of
rupture propagation is not as well resolved: the bootstrap resam-
pling picks directions varying by >60◦. This elongation of possible
rupture directions, caused by the actual rupture direction not being
surrounded by observations, is similar to what we saw in Fig. 2 for
the synthetic earthquake with horizontal rupture propagation. The
range of rupture directions intersect the subhorizontal nodal plane,
and the best overall rupture direction is close to it, so we identify this
plane as the fault plane. Rupture propagated on the subhorizontal
plane at an angle of ∼30◦ downward to the south-southeast (towards
an azimuth of 174◦) at 4.1 km s−1. Using waveform modelling and
inverting for the distribution of fault slip, other studies of this event
(e.g. Chen et al. 1996; Antolik et al. 1999; Tibi et al. 2003) were able
to identify the shallow-dipping nodal plane as the fault plane. These
studies found that the rupture propagated to the south or southeast
at between 3.0 and 4.5 km s−1, which our results agree with.

5.3 1996, 1998 and 2000 Bonin Island earthquakes

Our catalogue contains four earthquakes the occurred from 394 to
477 km depth beneath the Bonin Islands with similar focal
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Figure 8. Observed variations in pulse width for deep earthquakes described in text. Plot descriptions same as in Fig. 2. In addition, the middle column
includes standard deviations in the pulse-width estimates. In the last column, the 100 rupture directions found with bootstrap resampling are plotted as the black
diamonds and circles. Observations and best rupture directions for the Japan Sea (a), Bonin Islands (b–e), Bolivia (f, g), Eastern China (h), Fiji (i), Flores Sea
(j) and Afghanistan–USSR (k) earthquakes discussed in the text are plotted. For the Fiji earthquake, the magenta plane corresponds to the best-fitting plane for
the aftershock locations of Wiens & McGuire (2000) and the orange plane corresponds to the vertical plane of the first-motion focal mechanism of McGuire
et al. (1997).

mechanisms. For these normal events (1996:076:22:04,
1996:178:03:22, 1998:232:06:40 and 2000:219:07:27), the
orientation of the steeply dipping nodal plane varies by 22◦ in strike
and 12◦ in dip, as shown in Figs 8(b)–(e), whereas their moment
magnitudes range from 6.2 to 7.3.

The estimated variations in rupture duration for the two small-
est (and earliest) events show shorter than average durations to
the northwest. While both these events are best modelled by rup-
ture on the vertical plane, there is insufficient focal sphere cov-
erage to conclusively identify the vertical planes as the fault
plane.

For the other two events, the focal sphere coverage is improved.
For the largest event, the MW 7.3 earthquake of 2000, the range in
estimated rupture durations (∼4 s) are less than those seen for the
smaller events. There is little spatial coherency to these observa-
tions, and we cannot find a rupture direction that fits the observa-
tions better than a point source. Tibi et al. (2003) also observed little
rupture directivity for this event. Their inspection of the seismo-
grams showed slightly shorter durations to the south and southeast,
which their modelling best explained as a bilateral rupture on the
steeply dipping nodal plane, although they could not rule out rupture
on the subhorizontal plane.
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Figure 9. Residual spectra from Japan Sea earthquake. Negative slopes
have fewer high frequencies and, therefore, correspond to longer pulse
widths. Positive slopes correspond to shorter pulse widths. For this example,
the standard deviation of the spectral amplitude is about 0.1 units of log
amplitude.

The fourth normal event (MW 7.1 from 1998) in this area shows
a much larger variation in rupture duration than the other events.
We observe shorter than average durations to the northeast. Our
analysis shows that the best-fitting rupture direction was towards an
azimuth of 20◦–40◦. The rupture angle is not as well resolved: the
bootstrap analysis identifies an 80◦ range in possible rupture angles.
This range of rupture directions just overlaps with the subhorizontal
plane, although the region of lowest misfit, at angles of roughly 40◦–
70◦ from vertical, falls far from both nodal planes. Unfortunately,
the shorter estimated durations to the northeast have large error bars.
If we reanalyse this event excluding points with errors >5 s, the best
rupture azimuth is still towards ∼30◦, but the rupture angle is even
more poorly constrained and, according to the bootstrap resampling,
the subhorizontal plane provides a better fit 66 per cent of the time.
Based on an inversion for the rupture parameters, Tibi et al. (2003)
also find that the main moment release was to the northeast. They
prefer rupture on the vertical plane because of the relative locations
of the main shock subevents and an aftershock.

5.4 1994 June 9 Bolivia earthquake

Our observed variations in pulse width for the MW 8.2, 631-km-
deep Bolivian earthquake of 1994 June 9 are shown in Fig. 8(f).
Generally, pulse widths are longer than average to the northwest.
Rupture towards an azimuth of 100◦–120◦ provides the best fit to
the observations. The range of acceptable rupture angles, which
span >90◦, includes portions of both nodal planes, with bootstrap
resampling choosing rupture on the vertical plane 64 per cent of the
time. This is not a high enough percentage for us to conclude that the
vertical plane slipped. To identify the fault plane, the analysis would
benefit from improved focal sphere coverage, particularly around the
rupture direction to the southeast. Previous studies of this earthquake
(e.g. Beck et al. 1995; Silver et al. 1995), which was composed of at
least four subevents, used observations at stations directly above the
earthquake to show that the subhorizontal plane slipped. They found
that rupture initiated to the northeast and then propagated bilaterally
along an azimuth of 300◦ on a subhorizontal plane. Clearly, this
rupture is more complicated than our simple model of unilateral
rupture and the relative times, widths, amplitudes and polarities of
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Figure 10. Displacement seismograms from Japan Sea event aligned rela-
tive to the determined rupture direction. Traces closest to the rupture direc-
tion, which are displayed at the bottom, show the shortest time separation
between the two subevents. The time separation between the two subevents
increases with increasing angular distance from the rupture direction.

the pulses associated with the arrival of each subevent change the
spectrum in ways that we do not model.

5.5 1997 January 23 Bolivia earthquake

This MW 7.1 earthquake occurred at a depth of 276 km beneath
Bolivia. While the estimates of rupture duration do not cover a large
portion of the focal sphere [see Fig. 8(g)], we do observe coher-
ent variations in rupture direction over the focal sphere; durations
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are longer to the southeast and shorter to the north. We find that
these observations are best fit by a rupture that propagates upwards
at a steep angle towards an azimuth of approximately 280◦–320◦.
Even though the direction with lowest misfit is closer to the vertical
nodal plane, the horizontal plane actually gives a lower misfit and
is preferred by the bootstrap analysis 95 per cent of the time. The
inferred rupture velocity for the best-fitting rupture direction on the
vertical plane is so large as to be physically impossible, whereas
the inferred rupture velocity on the horizontal plane is a more plau-
sible 5.3 km s−1. As a result, we conclude that the horizontal plane is
the most likely fault plane. However, to better constrain the rupture
direction and rupture velocity we need observations over a larger
portion of the focal sphere. This event was also analysed by Tibi
et al. (2002). They found that rupture propagated subhorizontally
to the northwest over a distance of 38 km at ∼3 km s−1, but were
unable to distinguish the fault plane.

5.6 1999 April 8 Eastern China earthquake

Our estimates of rupture duration, which are plotted in Fig. 8(h),
show only a few seconds variation over the focal sphere for the
566-km-deep, MW 7.1 earthquake beneath Eastern China. To the
naked eye, the estimates appear fairly scattered, with perhaps the
suggestion of longer-than-average durations in the northeast quad-
rant. The analysis for the best-fitting rupture direction, where we
find that rupture propagated subhorizontally towards an azimuth of
∼260◦ at 1.6 km s−1, supports this pattern. Tibi et al. (2003) also
reported only a small directivity signal for this event, with rupture
towards an azimuth of 190◦ giving the best fit. While they could
not identify the fault plane from the waveforms for this event, they
inferred that the horizontal plane slipped and was reactivated by a
2002 earthquake.

5.7 1994 March 9 Fiji Islands earthquake

For the MW 7.6 Fiji Islands earthquake of 1994 March 9, we observe
coherent patterns in pulse-width variations [see Fig. 8(i)]: pulse
widths are longer than average to the west and southwest and shorter
than average to the northeast. The best overall rupture direction that
we find has rupture propagating horizontally towards an azimuth of
70◦. When we constrain the slip plane to be one of the nodal planes,
we find that the subhorizontal plane gives a better fit 80 per cent of
the time, while the near-vertical plane is preferred 20 per cent of
the time. The vertical plane runs through many of the largest misfit
values.

While our determination that rupture propagated to the northeast
agrees with previous work (McGuire et al. 1997; Tibi et al. 1999;
Wiens & McGuire 2000), the identification of the horizontal plane
as the fault plane conflicts with previous studies of aftershock relo-
cations and directivity. The best-fit plane to the aftershock locations
has a strike of 37◦ and a dip of 62◦, which is significantly different
from the Harvard CMT strike of 7◦ and dip of 77◦ that we used. The
aftershock plane, which is superimposed on the misfits for different
directions of the focal sphere in Fig. 8(i), runs through regions with
smaller misfits than the original vertical plane. Thus, a vertical fault
striking to the northeast would provide a better fit to our observa-
tions than a vertical plane striking to the north. For this earthquake,
uncertainty in the focal mechanism, which changed during rupture,
hinders identification of the fault plane. Pulse-width estimates over
more of the focal sphere would help constrain the rupture direction
and, therefore, whether or not the aftershock plane is the same as
the fault plane of the main shock.

5.8 1996 June 17 Flores Sea earthquake

The 1996 June 17 Flores Sea earthquake was at a depth of 587 km
and had MW 7.9. Our observations of pulse-width variations for this
event [see Fig. 8(j)], though not as spatially consistent as for the
previous examples, have longer than average durations to the east
and shorter than average durations to the west, suggesting rupture
towards an azimuth of 270◦–280◦. In contrast, other studies of this
event (Goes et al. 1997; Tinker et al. 1998; Wiens 1998; Antolik
et al. 1999; Tibi et al. 1999) have found that the rupture propagated
primarily to the east. This discrepancy in rupture direction is proba-
bly caused by the complexity of the rupture. The previous studies of
the rupture history show that the rupture, after starting bilaterally,
propagated to the east and was composed of four subevents over 20–
29 s. The southwest-dipping plane was identified as the fault plane.
In addition, the focal mechanism changed between subevents. Like
the Bolivia earthquake, this event is more complicated than our
simple model of unilateral rupture. The rupture complexity leads to
identification of the wrong rupture direction and does not resolve
the fault plane ambiguity.

5.9 1994 June 30 Afghanistan–USSR border earthquake

Many of the earthquakes discussed above had primarily unilateral
ruptures. However, many of the earthquakes in the catalogue can-
not be distinguished from a point source. One such event occurred
on 1994 June 30 at a depth of 226 km along the Afghanistan–
USSR border. The observed variations in pulse width are plot-
ted in Fig. 8(k). With stations at angles between approximately
30◦ and 120◦ from the rupture direction with lowest misfit, there
is good focal sphere coverage yet pulse widths vary by just 3 s.
These variations show no systematic differences with angle; the
cosine curve does not fit the observations any better than a point
source. The resulting rupture velocity and fault length, 0.8 km
s−1 and 5.9 km, respectively, are both close to the parameters
we would expect for a point source or a bilateral rupture. Thus,
the 3 s spread in pulse-width estimates reflects the error in our
estimates.

This event, with MW 6.3, has a smaller magnitude than the previ-
ous examples. Since smaller events generally have simpler rupture
processes, actual variations in pulse width should be easier to ob-
serve. On the other hand, smaller earthquakes rupture shorter faults,
so the maximum difference in pulse widths for a unilateral rupture
will be smaller and therefore harder to observe than for a larger
event.

5.10 Effect of station corrections

As seen for the Japan Sea event in Figs 9 and 10, the coherent spatial
variations in pulse width that we observe for these earthquakes are
also visible in the raw, uncorrected spectra and seismograms and
were not introduced by the stacking procedure. If we neglect the
station corrections, the resulting variations in pulse width are still
spatially coherent and appear similar to the patterns seen with the
corrections. However, we prefer to apply the station corrections
because they reduce the variance in the fit of the cosine curve by an
average of 12 per cent. For the best-fitting rupture direction on each
plane, a histogram of the variance ratios is shown in Fig. 11. The
station corrections lead to small increases in variance for 33 of the
132 possible fault planes.
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Figure 11. Histogram of the variance reduction achieved with station cor-
rections. The variance ratio is the variance for the fit of cosine curve with
station corrections divided by the variance for the fit of the cosine curve
without station corrections; a variance ratio less than one indicates that the
station corrections improve the fit.

6 C O N C L U S I O N S

For every earthquake, two possible fault planes are prescribed by the
nodal planes of the focal mechanism. One way to distinguish which
plane slipped is by determining the directivity of the earthquake rup-
ture. For unilateral earthquakes we can observe variations in pulse
width on seismograms recorded at stations at different azimuths and
epicentral distances. Rather than measure the pulse width on each
seismogram, we have developed a new method to systematically
estimate the pulse width observed on seismograms from the slope
of their log spectra. This method determines and removes lateral
variations in attenuation, site response and deviations from an av-
erage source model, isolating the directivity signal. We apply this
method to a large catalogue of global earthquakes to determine the
rupture direction and fault plane for each event. Uncertainties in fo-
cal mechanisms and deviations from the simple model of unilateral
rupture make our determinations of rupture azimuths more reliable
than the identifications of fault planes and calculations of rupture
velocities and fault lengths.

Limiting our study to events >200 km depth, we analyse the di-
rectivity of 66 earthquakes. For those events with sufficient focal
sphere coverage to determine the direction of rupture propagation
(∼30 per cent of the catalogue), we find some consistency with pre-
vious studies and identify some shortcomings of our method. For
example, the best-fitting rupture direction we find for the 1994 Japan
Sea earthquake, to the south-southeast, agrees with other studies. In
addition, we are able to identify the subhorizontal nodal plane as the
fault plane. For other earthquakes, we do not have as much success
identifying the fault plane because of errors in focal mechanism,
rupture complexity, and insufficient focal sphere coverage. For the
CMT of the 1994 Fiji event, the subhorizontal plane gives a much
better fit than the vertical plane. However, aftershocks of this earth-
quake define a near-vertical plane, suggesting that the near-vertical
plane ruptured. The aftershocks define a plane that strikes ∼30◦ east
of and dips ∼15◦ shallower than the vertical fault plane we tested and
rupture along the aftershock plane gives a good fit to observations.
Even though our results do not agree with previous determinations
of the fault plane, we still found a rupture direction consistent with
previous studies. The 1996 Flores Sea earthquake was an example
of an earthquake for which we could determine neither the rupture
direction nor the fault plane because the rupture was composed of

several subevents with different focal mechanisms. These complex-
ities are not included in our simple rupture model and may limit
the maximum magnitude of earthquakes we can apply our method
to. There are also limits on the lowest magnitude earthquakes we
can study with this method. For many of the smaller events, such
as the MW 6.3 earthquake along the Afghanistan–USSR border, the
pulse-width estimates are fairly constant over the imaged portion of
the focal sphere. As a result, we are unable to determine a rupture
direction with misfit significantly lower than for a point source or to
distinguish the fault plane from the nodal plane. This suggests that
the earthquakes are well represented by a point source, at least at
the long periods we study.

Overall, these results show some promise for this approach, but
they also suggest that the earthquake rupture problem is perhaps
too complex for such an automated analysis. The analysis could be
improved by allowing some flexibility in the procedure. Parameters
such as the length of the time series, the sampling rate of the seis-
mograms, and the frequency band of the measurements could be
adjusted to match the magnitude of the earthquake. In addition, the
observed variations in pulse width can be compared with the pat-
terns expected for bilateral or circular ruptures, among other rupture
geometries, to determine if they better represent the source process.
Focal sphere coverage, which we showed was important for deter-
mining the rupture angle, can be increased by analysing additional
phases. For example, we can isolate the depth phases for deep events
and determine their directivity. The addition of upgoing rays, even if
they are limited to the same station distribution as the direct arrivals,
will greatly improve the results. Difficulties arise in identifying the
fault plane when neither nodal plane of the focal mechanism inter-
sects the best rupture direction. However, since we have polarity and
P amplitude information in addition to the pulse-width estimates,
we could jointly invert for the focal mechanism and rupture vector.

If the problems caused by an inadequate rupture model and poor
focal sphere coverage can be minimized, we will have a sizeable
global database of earthquake rupture directions and fault planes
that can be used to address many questions about the rupture process.
Various properties can be studied across the entire database, focused
on a particular subduction zone, or compared between subduction
zones. For example, the database can be used to address whether
there is a predominance of unilateral rupture for deep earthquakes,
as there is for large shallow events (e.g. McGuire et al. 2002), and
if they tend to rupture on horizontal or vertical planes. We can also
investigate if the fault plane orientations change with earthquake
depth, as the source-time functions do (e.g. Persh & Houston 2004).
In addition, the distribution of rupture directions can be used to
investigate if ruptures tend to propagate updip or downdip and if the
angle between the directions of rupture propagation and slip favour
Mode II or Mode III faulting. The results for smaller earthquakes
will be particularly interesting because, unlike large events, their
rupture processes are rarely studied in detail. Greater knowledge of
the rupture processes of many earthquakes will help us distinguish
between proposed mechanisms for why deep earthquakes occur.
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