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Abstract We use data from a small aperture array in southern California to quantify
variations in source parameter estimates at closely spaced stations (distances ranging
from ∼7 to 350 m) to provide constraints on parameter uncertainties. Many studies do
not consider uncertainties in these estimates even though they can be significant and
have important implications for studies of earthquake source physics. Here, we estimate
seismic source parameters in the frequency domain using empirical Green’s function
(EGF) methods to remove effects of the travel paths between earthquakes and their
recording stations.We examine uncertainties in our estimates by quantifying the result-
ing distributions over all stations in the array. For coseismic stress drop estimates, we
find that minimum uncertainties of ∼30% of the estimate can be expected. To test the
robustness of our results, we explore variations of the dataset using different groupings
of stations, different source regions, and different EGF earthquakes. Although these
differences affect our absolute estimates of stress drop, they do not greatly influence
the spread in our resulting estimates. These sensitivity tests show that station selection is
not the primary contribution to the uncertainties in our parameter estimates for single
stations. We conclude that establishing reliable methods of estimating uncertainties in
source parameter estimates (including corner frequencies, source durations, and coseis-
mic static stress drops) is essential, particularly when the results are used in the com-
parisons among different studies over a range of earthquake magnitudes and locations.

Introduction

The scaling of earthquake source parameters with mag-
nitude has been a point of debate in recent years. This debate
is motivated by the implications for understanding earth-
quake source physics. The issue is whether large earthquakes
can be adequately approximated by linearly scaling the
attributes of smaller earthquakes or whether something fun-
damentally differs in the rupture physics of different size
earthquakes. Many studies have looked for evidence (or lack
thereof) of self-similar source scaling (e.g., Abercrombie,
1995; Mayeda and Walter, 1996; Ide and Beroza, 2001;
Ide et al., 2003; Mori et al., 2003; Prieto et al., 2004; Aber-
crombie and Rice, 2005; Imanishi and Ellsworth, 2006) by
using a range of datasets and techniques, but many of these
studies lack quantitative estimates of parameter uncertainties.
Understanding the similarities and differences of earthquakes
over a range of magnitudes is critical for earthquake source
physics. Smaller earthquakes occur much more frequently
than larger earthquakes, make up a much greater portion of
the data collected, and allow a statistical consideration of
source properties not achievable with individual large earth-
quakes. If there is something fundamentally different in the
rupture physics of different size events, then our understand-
ing of the hazard presented by large earthquakes will be in-
adequate. Accurately quantifying differences in earthquake
source parameters should include consideration of the uncer-

tainties in each measurement (Abercrombie and Rice, 2005;
Prieto et al., 2006).

The heart of the source scaling question currently lies in
how researchers estimate seismic source parameters, how
these estimates are subsequently combined over varied data-
sets, and how magnitude scaling is evaluated (Abercrombie
and Rice, 2005). Here we focus on the issue of possible
magnitude scaling by considering the often overlooked
uncertainties in the source parameter estimates. We approx-
imate the uncertainties by studying the distribution of esti-
mates over an array of closely spaced stations (distances
ranging from ∼7 to 350 m). Differences in the propagation
paths between a given source and all stations are very small
because the spacing between the stations is small relative to
the distance between the earthquake locations and the array
(smallest source-station separation is 6.4 km). Azimuthal
variations due to rupture directivity effects can likewise be
ignored. The ground motions associated with an earthquake
should be similar at each station because of this geometry,
but local heterogeneities in near-surface structure could pro-
duce somewhat different waveforms across the array. This
unique dataset allows us to constrain the uncertainties of
our parameters at each station individually and gain some
insight into the predicted variability for other data by analyz-
ing the resulting estimates and their distribution.
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The San Jacinto Fault Zone and the Small Aperture
Array (SAA) Experiment

We use data from a high frequency array experiment in-
stalled in 1990 at Pinyon Flat Observatory (PFO) near the San
Jacinto fault zone (SJFZ) in southern California (Vernon et al.,
1991; Al-Shukri et al., 1995; Vernon et al., 1998, Wagner,
1998). Pinyon Flat is located on a pluton at the northern end
of the Peninsular Ranges batholith in an area of nearly flat
topography. Instruments were installed at the base of the
uppermost weathered granodiorite layer, on top of the
slightly more solid bedrock (Vernon et al., 1998, and refer-
ences therein). This site was chosen as a location to test
coherence of seismic waves over an array. The benefits of
the site include easy accessibility, a hard rock region with
relatively uniform geology, and minimal local topographic
variation. Previous studies suggest that the weathered surface
layer is heterogeneous with variable depth, and this layer
acts as a waveguide for incident P waves (Al-Shukri et al.,
1995; Vernon et al., 1998; Wagner, 1998). Wilson and
Pavlis (2000) additionally showed that the variation in site
responses across the array occurs on small distance scales
of approximately the size expected for weathered grani-
tic rocks.

With the aim of studying coherence on a scale not pre-
viously attempted, the small aperture array (SAA) experiment
(Owens et al., 1991) was installed for one month. The array
consisted of 58 surface stations and 2 borehole stations.
Thirty-six of the surface stations were placed in a square grid
with ∼7 m spacing between adjacent stations. The remaining
22 surface stations extended in arms away from the square
grid to the south and east using ∼21 m spacing between sta-
tions. The two borehole stationswere placed near the center of
the square grid at 150 m and 275 m depths in separate bore-
holes (Fig. 1). Three-component L22-D geophones (2-Hz
response) and six-channel PASSCAL REFTEK RT72A-02
dataloggers were used at each of the SAA stations. The
network was event-triggered at the deepest borehole station,
and each station recorded ground velocity at 250 samples per
second. These closely located stations recorded ground mo-
tion with visually similar waveforms across the array (Fig. 2).

Using the array data in conjunction with data from
the local ANZA network, 156 local earthquakes (M 0.8 to
M 4.0) were initially identified and located. Many of these
earthquakes occurred in clusters to the south and west of
the array along the trace of the SJFZ. We estimate location un-
certainties to be at least 1 km. Additional earthquakes were
recorded but not initially located or assigned magnitudes.
We estimate locations for these events using arrival lag times
determined by waveform cross-correlation of the orthogonal
arm stations in conjunction with S- and P-wave arrival-time
differences. To assign magnitudes to these additional events,
we determine a local scaling of magnitude as a function of
source-station distance and peak amplitude. This process nets
55 additional earthquakes, bringing our catalog to a total of
211 local events (M 0.7 to M 4.0).

Previous analysis of data recorded by SAA shows that
coherence among stations rapidly decreases above 15 Hz
at almost all length scales (Vernon et al., 1998). P- and
S-wave coda analysis suggests the presence of localized het-
erogeneities in the near-surface structure (Wagner, 1998).
Al-Shukri et al. (1995) reports evidence of significant
frequency-dependent variations in the temporal and spectral
domains and suggests that the differences can be explained
by variations in the near-surface conditions.

Estimating Source Parameters

We use frequency domain methods with empirical
Green’s function (EGF) techniques to estimate corner fre-
quencies and coseismic static stress drops from P-wave data.

Methodology

Seismic source parameters are routinely estimated in the
frequency domain. We fit a Brune (1970) source spectrum
model to relative source spectra

u!f" #
Ω0

1$ !f=fc"2
: (1)

In some studies, the value of the exponent in the denominator
is allowed to vary between 1 and 3 to control how quickly the
signal decays above the corner frequency, fc. Here the value
of the exponent is set, and fc and the long-period amplitude,
Ω0, are fit to the data. Estimates of these spectral parameters
can subsequently be used to estimate parameters not directly
measurable in the data.
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Figure 1. Map showing the small aperture array (SAA) station
distribution (triangles), study area, and relocated seismicity (black
circles). The SAAwas installed along the SJFZ; mapped fault traces
are shown as gray lines. Several small clusters of earthquakes are
apparent in the map.
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One of the common parameters considered in the source
scaling controversy is the coseismic stress drop, first formu-
lated by Eshelby (1957),

Δσ #
7

16

M0

r3
: (2)

Here r is the radius of the earthquake’s assumed circular
rupture patch. We can combine equation (2) with the pre-
dicted relationship between source radius and P-wave corner
frequency given by Madariaga (1976),

fc # 0:32
β
r
; (3)

where β is the S-wave velocity (the rupture velocity is
assumed to be 0:9β). Doing so allows us to derive a relation-
ship between stress drop and P-wave corner frequency,

Δσ # M0

!
fc

0:42β

"
3

: (4)

Of special note in this formula is the cubic relationship of
corner frequency with stress drop. We cannot measure stress
drop for small earthquakes directly; instead, we must esti-
mate it from other source parameters. Significant uncer-

tainties in the corner frequency estimates will result in sub-
sequent large uncertainties in estimates of stress drop.

Empirical Green’s Function Methods

The ground motion, m, recorded at each station can be
represented by a convolution of signals from the seismic
source, s0, from the effects of the travel path between the
source and the recording station, p, and from the site and
instrumentation effects at the station, i. This can be repre-
sented by

m!t" # s0!t" % p!t" % i!t": (5)

where % indicates convolution and each signal is a function
of time. We use a small earthquake as an EGF to isolate the
source term from the signal recorded for a larger, nearby
earthquake (Hartzell, 1978). In doing so, we assume that:
(1) the two earthquakes have the same radiation patterns,
(2) the path and site effects are identical for both earthquakes
because the earthquakes are approximately collocated, and
(3) the EGF earthquake source can be treated as a point
source because it is both smaller in size and shorter in rupture
duration than the larger magnitude mainshock earthquake.
Under these assumptions, we can rewrite equation (5) as

m!t" # g!t" % s!t": (6)

Here g is the ground motion recorded for the EGF earth-
quake, and s is the relative source contribution of the two
earthquakes.

Pairs of closely located earthquakes are required for the
EGF method to be successful, but not all of the earthquakes in
our data catalog have an appropriate EGF earthquake. We re-
strict our mainshocks to earthquakes M ≥ 2 and pair these
with EGF earthquakes that are at least one unit of magnitude
smaller and within a hypocentral distance of 3 km of the
mainshock event. These limits were chosen to accommodate
as many mainshock–EGF pairs as possible given the geom-
etry of the clustered events in our dataset and the event loca-
tion uncertainties. We additionally constrain our data by only
using mainshock and EGF earthquake pairs with similar
S-to-Pmaximum amplitude ratios (mean value over the array
must be within a factor of 2). This functions as a simple test
of source mechanism similarity because significant differ-
ences in nodal plane orientation will produce large differ-
ences in these ratios. We require all seismograms used in
our analysis to satisfy a minimum mean signal-to-noise ratio
(SNR) of 3 for frequencies between 4 and 45 Hz. These re-
quirements limit our usable data to a total of 7 mainshocks
with 23 possible mainshock–EGF pairs.

Frequency Domain

We compute velocity spectra for 1-s windows by
using multitaper spectrum estimation with six tapers (Park
et al., 1987; Prieto et al., 2009). The frequency domain

X0Y0
X0Y1
X0Y2
X0Y3
X0Y4
X0Y5
X1Y0
X1Y1
X1Y2
X1Y3
X1Y4
X1Y5
X2Y0
X2Y1
X2Y2
X2Y3
X2Y4
X2Y5
X3Y0
X3Y1
X3Y2
X3Y3
X3Y4
X3Y5
X4Y0
X4Y1
X4Y2
X4Y3
X4Y4
X5Y0
X5Y1
X5Y2
X5Y3
X5Y4

X6Y3
X7Y3
X8Y3
X10Y3
X11Y3
X12Y3
X13Y3
X15Y3
X16Y3

X3Y6
X3Y7
X3Y8
X3Y9
X3Y10
X3Y11
X3Y12
X3Y13

ce
nt

ra
l s

qu
ar

e 
gr

id
ea

st
 a

rm
so

ut
h 

ar
m

0.1 s

M 2.2 earthquake, 12.3 km from array

Figure 2. Waveforms from an M 2.2 earthquake recorded by
the SAA at an epicentral distance of 12.3 km. The closely spaced
stations within the central square grid record very similar wave-
forms while the stations in the linear arms record somewhat less
similar waveforms. Focal sphere effects can be neglected because
the stations are very close to each other.
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representation allows us to write equation (6) as the multi-
plication of two spectra rather than the convolution of two
time series:

M!f" # G!f"S!f": (7)

We subsequently compute the spectral ratio of the mainshock
to the EGF records at each station in order to remove the path
and site effects and isolate the source spectrum, S!f", of the
larger earthquake. We do not filter the waveforms or smooth
the spectra prior to computing the spectral ratio and fitting the
model parameters. For each spectral ratio, we use unweighted
least-squares estimation to fit a source model (equation 1) to
the logarithm and determine the relative scalar seismic
moment and corner frequency of the mainshock spectrum
(Fig. 3). These fits are performed over the same frequency
points at each station with the frequencies used in the inver-
sion determined by signal-to-noise ratio tests. We require a
minimummean SNR of 3 as measured over 15 Hz bandwidths
below 45 Hz. Estimates above 45 Hz are included when the
SNR requirement is met over 5 Hz bandwidths at all stations
satisfying the original 45 Hz criterion. Events with fewer than
five stations meeting SNR requirements are excluded. The

spectral fits to the source models are relatively good for the
individual spectral ratio measurements, and we find that
the n # 2model is adequate (Fig. 3). We do not fit the higher
corner frequency of the EGF event because we expect these
frequencies to be near or above the limitations imposed by
SNR constraints, and we assume that deviations from a flat
EGF source spectrum will be small in this frequency range.
The mainshock corner frequencies estimated at each indivi-
dual station exhibit variations across the array, although the
spectral fits visually appear similar in log-space.

While it is often a good practice to apply an inverse
weighting with frequency to this inversion (e.g., Prejean
and Ellsworth, 2001; Ide et al., 2003) to account for the large
number of samples at high frequencies, this method does not
produce reliable spectral fits for this dataset. The spectral ra-
tios tend to exhibit a characteristic dip between 10 and 20 Hz
for most event pairs, and the inverse frequency weighting
prioritizes this dip over the roll-off at higher frequencies.
This spectral feature is consistent across the dataset and
appears larger in some cases than in others.

To test the robustness of individual corner frequency fits,
we measure the spectral misfit while varying the corner
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Figure 3. Example source spectrum fitting for one earthquake pair. Spectra plotted in the lightest shade show the mainshock/EGF spectral
ratio at a single station in (a) the central square grid, (b) the east arm, and (c) the south arm. The thin gray curve shows the spectral fit for that
single station with corner frequencies given in the legends. These fits are performed over the same band at each station with the maximum
frequency determined by SNR limits. The spectral fit obtained using all stations simultaneously without weighting is plotted as the thick black
line in each subplot. In (d), the spectral ratios used in the estimates (circles) and individual fits at all stations (thin gray lines) are shown. The
dashed line in (d) shows the simultaneous spectral fit obtained when using weighted least-squares, with the weighting given by the variance of
the amplitudes at each frequency. The spectral ratio shown in gray is from the deeper borehole sensor; the shape is comparable to those of the
surface stations but the borehole sensor records are excluded from the inversion.
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frequency and relative seismic moment around each original
estimate. Viegas et al. (2010) used a similar grid search tech-
nique to constrain source parameter estimates within a 5%
increase in fit variance. We apply a comparable limit by
measuring corner frequencies at a spectral misfit increase
of 5% from the original fit to obtain confidence intervals
for each estimate.

We obtain a more stable estimate of these source param-
eters by also fitting for relative moment and corner frequency
simultaneously over all stations in the array using an un-
weighted least-squares inversion. Thismethod produces array
fits very similar to the individual station fits. Performing the
array inversion using weighted least-squares, with weighting
given by the variance of the amplitudes at each frequency
point, results in consistently higher relativemoment estimates
and lower corner frequency estimates (Fig. 3). This is due to
the smaller variation of amplitudes exhibited at lower frequen-
cies as compared with the noisier high frequency amplitudes.
The stations are very close together relative to the distance
between the earthquakes and the array, allowing us to ignore
any potential complications of azimuthal variations in the
source when considering all stations in the array simulta-
neously. Thus, we focus on the differences in the results
obtained for the different stations while recognizing that the
single takeoff angle sampled is an incomplete representation
of the source. With an azimuthally distributed array, such si-
multaneous spectral fitting should average any variations due
to rupture directivity and differences in mainshock and EGF
radiation patterns. The change to the overall spectral fit and
subsequent change in stress drop estimates due to using
weighted least-squares demonstrates that differences in fitting
methods may introduce strong biases in the results.

Our corner frequency estimates are consistent with those
from previous studies for earthquakes in this magnitude
range and region (Prieto et al., 2004). The distribution of in-
dividual station estimates has a consistent spread over the
range of magnitudes considered after normalizing by the
mean corner frequency estimate for each event. The varia-
tions in these estimates are not due to the contribution of
a single event alone. We do not draw conclusions on the pre-
sence or lack of earthquake self-similarity due to the limited
range of magnitudes in our selection of mainshock earth-
quakes (2:0 < M < 3:4) and narrow azimuthal coverage.

These frequency domain methods are commonly used to
estimate earthquake source parameters, but they suffer from
several limitations and require assumptions that are not al-
ways testable. The spectral model assumes a circular, shear
rupture at the source. The EGF technique assumes that main-
shock and EGF earthquakes are collocated (rarely the case in
most datasets) and that the event pairs chosen have identical
source radiation patterns. Finally, these methods require the
difference in corner frequencies between the mainshock and
EGF earthquakes to be large enough to resolve. If the corner
frequencies are too close to each other, then the mainshock
corner frequency estimates will be biased.

Stress Drop

We treat the cataloged local magnitudes as moment
magnitudes to determine seismic moments for computing
stress drops (equation 4). While these magnitude scales are
likely not equivalent in this magnitude range (e.g., Shearer
et al., 2006), we assume that the appropriate scaling is the
same for all events. As our primary focus is on examining
the distribution of estimates over the array for each main-
shock earthquake, any differences from the absolute mo-
ments will not affect our results. Indeed, we find that the
stress drops determined from these assumptions are higher
than might be expected from other studies with a median
value of 115 MPa. These differences could be attributed
to our treatment of local magnitudes as moment magnitudes,
truly higher stress drops in the region (Frankel and Kana-
mori, 1983; Prieto et al., 2004), or source effects (e.g., rup-
ture directivity) that affect the corner frequency results due to
the narrow source-array azimuth we are considering. Stress
drops computed from the array spectral fits are somewhat
lower than those resulting from the individual station esti-
mates. The small range of earthquake magnitudes in our
dataset limits our abilities to determine if stress drop scaling
is constant or varying with earthquake magnitude.

Uncertainties in Source Parameter Estimates

Our primary goal in this study is to measure station-to-
station variations in source parameter estimates in the small
aperture array and assign an appropriate estimate of uncer-
tainty for source parameter estimates at a single station. We
limit our analysis to the surface stations and quantify varia-
bility in estimates of corner frequency by considering the
percent deviation from the mean estimate over all stations
for each pair of events. This normalization is necessary to
reasonably compare variations in parameters estimated over
a range of earthquake magnitudes. The distribution of per-
cent deviation from the mean for corner frequency exhibits
somewhat long tails (Fig. 4). We measure the width of this
distribution with the interquartile range (IQR), which gives
the difference between the third and first quartile. The
IQR estimate is 23% for the corner frequency distribution.
This means that if our distribution is exactly symmetric, then
half of our data fall within the &11:5% of the mean corner
frequency estimate for each pair.

Looking in further detail at each of the individual 23 pairs
of events shows that some pairs exhibit a much wider distri-
bution of corner frequency estimates than others. These pairs
are not limited to any particular mainshock or EGF earthquake
and are likely due to matching mainshock earthquakes with
EGF earthquakes that do not meet all of our EGF technique
assumptions. Pairs have been excluded from our dataset based
on the separation distance between the mainshock and EGF
earthquake, signal-to-noise ratio limitations, and source simi-
larity requirements; these remaining pairs successfully passed
each of these tests. Examination of the spectra for the most
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anomalous pairs of events shows that the spectra are not con-
sistently fit over all stations due to complexity in the spectral
shape, and the corner frequency is fit at different values
depending on the station considered. To examine the degree
to which including such pairs affects our results, we remove
pairs of events that have IQR values greater than twice the
mean IQR of the entire dataset. This process limits the dataset
further to 21 pairs out of the total 23 considered previously.
After removing these pairs from our dataset, the resulting dis-
tribution of corner frequency deviations for all remaining
pairs decreases in width slightly from 23% to 22.5%. All
following estimates include the outliers unless otherwise spe-
cified. Our corner frequency distributions generally fit a log-
normal distribution regardless of inclusion or exclusion of the
outlier pairs; the apparent skewness in the distribution is due
to plotting the percent deviation.

We do not observe any systematic dependence of distri-
bution width on either mainshock magnitude or mainshock–
EGF magnitude differential; this suggests that the variability
we are measuring is due to variations at the stations rather
than the sources. The sizes of the confidence intervals also
show no strong dependence on event magnitude after nor-
malizing by the corner frequency estimates. We find that
the confidence intervals for each individual corner frequency
estimate are generally larger than the width of the distribution
describing the variation in estimates across the array. This
suggests that estimating confidence intervals using the grid
search method may provide a reasonable means of approx-
imating the source parameter uncertainties in some cases.

We consider stress drop deviations from the mean in the
log-domain rather than by percent. For stress drop estimates
determined from the frequency domain results, the log-
domain IQR is 0.31 (Fig. 5). If we assume a symmetric dis-
tribution, then this corresponds to an uncertainty range of
&0:15 on each log stress drop estimate to contain the middle

half of the data (e.g., an estimate of 1 MPa stress drop would
be equivalent to 0& 0:15 in the log-domain or error bars
from 0.7 to 1.4 MPa in the linear domain). This value scales
logarithmically when applied to absolute estimates and cor-
responds to an uncertainty range of 0.07 to 0.14 MPa for a
mean stress drop estimate of 0.1 MPa and 7 to 14 MPa for a
mean estimate of 10 MPa. Excluding the outlier pairs de-
creases the IQR by less than 0.01, demonstrating that our
results are robust. These values suggest we should consider
minimum uncertainties of& ∼ 30% for individual station es-
timates of stress drop, particularly because these uncertainty
estimates are based on IQR estimates that are more conser-
vative than one standard deviation.

Variations due to Data Choice

The variations we observe in source parameter estimates
could have several origins. We verify that the variations
seen in the source parameter estimates are not dominated
by unusual source locations, large local site effect variations
at a subset of the stations in the array, or choices of main-
shock and EGF earthquake pairs. We review the variations of
estimates in each of these populations to confirm that our
results are not biased by a subset of our data. We do not
observe a correlation between mainshock magnitudes and
the subsequent distribution widths of the estimates.

Station Location

The location of individual stations in the array could
contribute to the variations we see in the source parameter
estimates if there are consistent variations in the very loca-
lized rock structure near a specific station. Previous work
with this dataset has demonstrated a loss in coherence across
the array above 15 Hz and suggested that small-scale varia-
tions in local structure affect the propagation of ground
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motion significantly on the scale of station spacing in this
array (Vernon et al., 1998).

We compare the distribution of source parameter esti-
mates from three different station groupings: (1) the central
square grid, (2) the south arm, and (3) the east arm (Fig. 6).
All three sets display relatively symmetric distributions of es-
timates, confirming that the distribution of results from the full
array is not significantly affected by one of these groupings.
The central square grid contains the highest number of sta-
tions and results in a much smoother distribution of estimates.

We consider variations from the mean estimate for each
mainshock–EGF earthquake pair on a station-by-station basis
to look for site effects on a smaller scale than the footprint of
the central grid and of the two arms (Fig. 6). Groupings of
positively and negatively biased stations are apparent for
each pair of events, but this pattern is not consistent when

comparing pairs among each other. In addition, we find that
variations in source parameter estimates are consistent over
all station separation distances rather than being a function of
separation distance. Although local structural variations may
affect the estimates at each station, these variations should
not be dominant when combining deviations from the mean
estimate over all stations and all mainshock–EGF earthquake
pairs.

Earthquake Pair Location

We next check to see if variations in the distribution of
source parameter estimates are related to a particular set of
earthquake sources. We first look at the distribution of esti-
mates from nearby earthquakes (within 30 km of the array)
and compare these estimates with those from more distant
earthquakes. We do not find a consistent difference between
the distributions of these two populations. Additionally, the
closest and farthest events from the array do not appear to
give substantially different results, confirming that we are
not merely measuring uncertainties due to signal quality.

We also look at the distribution of estimates based on
source-station azimuth to check if earthquakes from one
source location produce results differing considerably from
those in a different source region, which would skew our
resulting distribution. Again, we do not find consistent var-
iations in the distribution of estimates from these groups. The
location of the earthquake pair does not significantly affect
the distribution of estimate deviations observed.

Choice of EGF Earthquake

The EGFmethod assumes that the mainshock earthquake
and the EGF earthquake are collocated and have the same
source mechanism. This is commonly addressed by requiring
the potential EGF hypocenters to bewithin a specified distance
of the mainshock hypocenter. Here, we require mainshock
and EGF earthquakes to be within 3 km of each other. This
hypocentral separation is larger than the suggested limits of
some studies (e.g., Mori and Frankel, 1990), but it is reason-
able to consider given the location uncertainties of events re-
corded by this network. We confirm that the mainshock and
EGF events in each pair are closely located to each other by
comparing P and S arrival-time differences. Analysis of these
arrival-time differences shows that 4 of the 23 pairs may have
mainshock–EGF hypocentral separation distances of at least
2 km. Of these four pairs, we previously suggested one pair
might be an outlier given the wide distribution of corner fre-
quency estimates. The remaining three pairs do not have larger
distribution widths than the remaining data.

We additionally require the two earthquakes to have si-
milar ratios of S-wave amplitude to P-wave amplitude. If the
focal mechanisms of the two events are significantly different,
then the S- to P-wave amplitude ratios should differ as well,
whereas earthquakes with the exact same focal mechanism
should have the same S- to P-wave amplitude ratio. This
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of each of three groups are shown. In (b), mean deviations of each
station for all event pairs are coded by color. Although clustering of
negatively and positively biased stations are shown, these patterns
are not stable and vary with each pair of events.
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requirement removes any potential EGF earthquakes with
sources differing significantly from the mainshock source.

We find that the choice of EGF earthquake for each
mainshock earthquake is one of the largest contributors to
producing variations in absolute estimates. We consider an
event of M 3.4 with six EGF pairs (M 1.4 to M 2.3) to test
how the EGF choice affects our results. The distributions of
deviations from the mean of the results for each of these pos-
sible EGFs show similar widths of uncertainties of stress
drop estimates, regardless of hypocentral separation distance
or EGF magnitude (Fig. 7). However, the actual values of
corner frequency (or duration or stress drop) estimated for
each of these earthquake pairs vary. This effect could be
due to the earthquakes in each pair being too far apart from
each other (therefore, having different propagation paths
between the source and station), having sources with signif-
icantly different properties, or being too close in magnitude
to each other (hence, the smaller EGF earthquake having a
corner frequency close enough to the mainshock corner
frequency that the fitting routine is unable to effectively
separate between the two corners). We do not observe any
systematic relationship between corner frequency estimates
and hypocentral separation distances. In this dataset, the
similarity of the earthquake source mechanisms may have
the greater effect on absolute corner frequency estimates; we
are unable to verify this with focal mechanisms due to lack
of data.

Discussion

Whether earthquakes scale linearly with magnitude over
the full range of rupture sizes is an important question to re-
solve, because it has considerable implications for studies of
earthquake rupture physics and seismic hazards in large,

damage-producing earthquakes. If the conditions produced
during rupture differ along the range of earthquake magni-
tudes, then our abilities to forecast ground motion from large
earthquakes could be limited in locations with only small re-
corded earthquakes. Self-similarity over all earthquake sizes
permits the consideration of smaller earthquake waveforms,
which are recorded much more frequently and have popula-
tions of sufficient size for reasonable statistical analysis.

Uncertainties in source parameter estimates have largely
been ignored in many past source parameter studies, perhaps
because it is difficult to sufficiently quantify these uncertain-
ties with only a limited distribution of seismic stations. These
uncertainties can be sizable, however, when we consider that
static stress drop scales with the cube of corner frequency. A
comparison of the variation in corner frequency estimates
across the array of stations with the confidence intervals
determined by the grid search technique suggests that such
techniques may be useful for approximating source parameter
uncertainties in general. Additional methods for assessing
uncertainties of source parameter estimates may include
use of multiple EGF events (e.g., Prieto et al., 2006) and use
of different source spectral ratios (e.g., Malagnini and
Mayeda, 2008).

We have quantified the distribution of stress drop devia-
tions from the mean values using frequency domain tech-
niques, and we find that the resulting distribution suggests
that uncertainties of at least ∼30% of the absolute measure-
ment are appropriate to consider for estimates made at a
single station. Additionally, our work shows that any small-
scale site effects due to a heterogeneous surface layer do not
consistently bias our results.

The largest contribution to variations in the absolute es-
timates of source parameters appears to be due to the choice
of EGF earthquake. Our method for choosing potential main-
shock–EGF earthquake pairs relies on a simple hypocentral
separation distance constraint and a comparison of the S- and
P-amplitude ratios of the two waveforms. This may not be
sufficient, however, as we find that the estimates of source
parameters for a given mainshock can vary significantly
depending on the choice of EGF earthquake. This likely
results because of differences in the source mechanisms of
the two events (as the EGF technique assumes that the source
radiation patterns are identical), from too large of a distance
between the hypocenters, or due to the separation in seismic
moment and corner frequency between the two events not
being large enough to be individually resolved.

Our results suggest that much care needs to be taken
when comparing source parameter estimates among various
mainshocks because the uncertainties in estimates could be
large. Averaging over several stations, as is done in many
studies, may reduce the uncertainties of the estimates but in-
troduces potential complications related to different path
effects and rupture directivity effects that vary with azimuth.
The resulting estimates may be heavily influenced by the
choice of method, model, or EGF earthquake. Combining
results obtained by various methods should be approached
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with caution, and interpretations of past studies may need to
take such uncertainties into account. Devising reliable tech-
niques for estimating source parameter uncertainties will be
necessary to draw robust conclusions regarding variations in
the seismic source in future studies.

Data and Resources

Data from the Pinyon Flat High Frequency Array are
available through the IRIS DMC under network code 1990
XA. Additional information about the experiment can be
found in PASSCAL Data Report 91-002.
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