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Abstract Earthquake source spectra contain fundamental information about the dynamics of
earthquake rupture. However, the inherent tradeoffs in separating source and path effects, when
combined with limitations in recorded signal bandwidth, make it challenging to obtain reliable source
spectral estimates for large earthquake data sets. We present here a stable and statistically robust spectral
decomposition method that iteratively partitions the observed waveform spectra into source, receiver,
and path terms. Unlike previous methods of its kind, our new approach provides formal uncertainty
estimates and does not assume self-similar scaling in earthquake source properties. Its computational
efficiency allows us to examine large data sets (tens of thousands of earthquakes) that would be
impractical to analyze using standard empirical Green’s function-based approaches. We apply the spectral
decomposition technique to P wave spectra from five areas of active contemporary seismicity in Southern
California: the Yuha Desert, the San Jacinto Fault, and the Big Bear, Landers, and Hector Mine regions of
the Mojave Desert. We show that the source spectra are generally consistent with an increase in median
Brune-type stress drop with seismic moment but that this observed deviation from self-similar scaling is
both model dependent and varies in strength from region to region. We also present evidence for significant
variations in median stress drop and stress drop variability on regional and local length scales. These results
both contribute to our current understanding of earthquake source physics and have practical implications
for the next generation of ground motion prediction assessments.

Plain Language Summary Just as a line of music can be characterized in terms of its amplitude
and pitch, earthquakes can be characterized in terms of their magnitude and frequency content. The
frequency content of an earthquake depends on its size, with smaller earthquakes having systematically
higher “pitches” than larger ones. Previous studies in earthquake seismology have assumed that the
frequency content of earthquakes exhibits a particularly simple form of scaling with earthquake size
known as self-similarity. Under this paradigm, large earthquakes are perfectly scaled-up versions of small
ones, with the physical properties of the earthquake scaling in much the same way as font size does on
a computer. In this article, the authors develop a new method to examine the frequency content of tens
of thousands of earthquakes occurring in different regions of Southern California over the past 15 years.
The authors find that the frequency content of these earthquakes deviated significantly from the self-similar
model, with larger earthquakes being enriched in more high-frequency energy than expected. This result
has important implications for earthquake hazard, as the most damaging ground motions are generated
by the high-frequency seismic waves of the largest earthquakes.

1. Introduction

Analyses of waveforms recorded by arrays of seismic stations provide the most fundamental observational
constraints on earthquake occurrence. While the arrival times of different phases of seismic energy are rou-
tinely used to determine the hypocentral location, the detailed features of the spectra of recorded waveforms
give a snapshot of the earthquake source and can yield insight into the complex physical processes under-
lying earthquake nucleation, rupture, and arrest. Of particular interest is the earthquake source spectrum,
the frequency-domain analog of the moment-rate (or source-time) function that describes the temporal evo-
lution of slip on the fault interface. The amplitude and shape of source spectra can be used to infer key
earthquake source parameters like seismic moment, radiated energy, and stress drop that are essential for
seismic hazard assessment.
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The waveform spectrum recorded by a seismometer is a convolution of source, path, and receiver terms.
To isolate source spectra, one must somehow correct for these effects. There exist a number of established
approaches for attempting to do so, including empirical Green’s function methods tailored for detailed study
of individual earthquakes [e.g., Mori and Frankel, 1990; Hough, 1997; Prieto et al., 2006; Abercrombie, 2013;
Huang et al., 2016], and larger-scale stacking and generalized inversion approaches [e.g., Castro et al., 1990;
Shearer et al., 2006; Oth et al., 2011] that are more readily applicable to larger data sets of earthquakes. While
each technique has its own strengths, none can perfectly resolve the contribution of the earthquake source
to the observed waveform spectra, even in idealized scenarios. This tradeoff between source and path effects,
when combined with noise and the limited signal bandwidth of raw waveform data, implies that earthquake
source parameter estimates, while critical to our understanding of earthquake hazard, are subject to consider-
able uncertainty [e.g., Hough, 1996; Prieto et al., 2007; Abercrombie, 2015; Kane et al., 2011; Cotton et al., 2013].
Thus, any technique designed to study earthquake source spectra and source parameters should include
realistic uncertainty estimates.

Here we describe a spectral decomposition technique that is capable of providing reliable source spectral esti-
mates for large ensembles of earthquakes. The method builds upon the basic approach used by Shearer et al.
[2006] to analyze P wave spectra of more than 60,000 ML 1.5–3.1 earthquakes occurring in Southern California
from 1989 to 2001. The technique uses an iterative, robust least squares algorithm to partition the observed
spectra into source, station, and traveltime (path) terms, with L1-norm weights applied to large misfit residuals
to mitigate the influence of the outliers pervasive in seismic data sets. We develop a nonparametric resam-
pling approach to estimate source parameter uncertainties and apply an automated algorithm to detect and
discard clipped waveforms that are common for larger events.

A crucial improvement of our new technique over that of Shearer et al. [2006] is that our approach does not
presume the self-similar scaling of earthquake source properties first proposed by Aki [1967], in which stress
drop is constant with moment. While self-similarity is intuitively appealing and has been supported in many
studies [e.g., Choy and Boatwright, 1995; Ide and Beroza, 2001; Ide, 2003; Prieto et al., 2004; Allmann and Shearer,
2009; Baltay et al., 2010, 2011; Abercrombie et al., 2017], other studies have found evidence for a slight increase
in stress drop or scaled energy with moment [e.g., Mayeda and Walter, 1996; Izutani and Kanamori, 2001; Mori
et al., 2003; Mayeda et al., 2005; Takahashi et al., 2005; Mayeda et al., 2007; Calderoni et al., 2013; Pacor et al.,
2016a; Lin et al., 2016; Poli and Prieto, 2016]. This controversy over self-similarity has important theoretical
implications for our understanding of the scale dependence of earthquake rupture processes [Kanamori and
Rivera, 2004; Abercrombie and Rice, 2005; Walter et al., 2006; Cocco et al., 2016], as well as practical ramifications
for hazard analyses [e.g., Field et al., 2014; Yenier and Atkinson, 2015; Petersen et al., 2016] that implicitly assume
self-similar scaling.

We apply the improved spectral decomposition technique to revisit the question of earthquake scaling in
Southern California. We analyze source parameters and their scaling with moment for more than 10,000 M1
to M5 earthquakes in five regions of recent seismic activity (Figure 1) recorded by the modern (2002–2016)
Southern California Seismic Network (SCSN) [Hutton et al., 2010]: (1) the Yuha Desert, including thousands
of aftershocks of the 2010 Mw 7.2 El Mayor-Cucapah earthquake; (2) the trifurcation zone of the San Jacinto
Fault, in which the recent 2016 Mw 5.2 Borrego Springs earthquake was located; (3) the Big Bear region on
the western boundary of the Mojave Desert; and the rupture zones of the prominent (4) 1992 Mw 7.3 Lan-
ders and (5) 1999 Mw 7.1 Hector Mine earthquakes. We present evidence for an increase in median stress drop
with moment for these regions and also demonstrate that the observed deviation from self-similarity is sensi-
tive to modeling assumptions and in particular on the assumed high-frequency falloff rate. We further show
that there are significant regional and local variations in median stress drop, stress drop variability, and source
parameter scaling. This study outlines the computational framework for future studies to extend these pre-
liminary findings to larger regions to obtain a updated catalog of source parameter estimates [Shearer et al.,
2006] that would provide key constraints on earthquake source physics and inform the next generation of
ground motion prediction equations in Southern California and worldwide.

2. Data and Methods

Our spectral decomposition technique to analyze earthquake source spectra has four main steps: (1) com-
putation of P wave spectra from the vertical-component waveform time series records of each earthquake;
(2) application of an iterative, robust least squares inversion procedure to decompose the observed (data)
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Figure 1. Map view of Southern California seismicity, showing geographic bounds for the five study regions—Yuha
Desert (Yuha), San Jacinto Fault Trifurcation Zone (SJF), Big Bear, Landers, and Hector Mine—considered in this study.
Seismicity (black dots) is derived from the relocated catalog of [Hauksson et al., 2012], with only ML ≥ 1.1 events
occurring from January 2002 through September 2016 shown (consistent with the magnitude range and time period
of this study). Vertical-component stations from the Southern California Seismic Network are marked (red triangles)
for reference.

spectra into event, station, and traveltime terms; (3) stacking of relative event spectra in bins of spectral
moment to estimate an empirical correction (or empirical Green’s function, EGF) for average near-source
attenuation and other path effects common to all events; and (4) estimation of corner frequency, seismic
moment, and stress drop for individual events, with estimates of parameter uncertainties obtained using a
nonparametric resampling method. Steps (1) and (2) are largely the same as the method described by Shearer
et al. [2006], with minor modifications designed to improve the algorithm’s robustness and capability of pro-
cessing data sets over a wider magnitude range than the ML 1.5–3.1 considered for their study. Steps (3) and
(4), while conceptually similar, contain major modifications and improvements that allow for a more rigorous
examination of self-similarity.

2.1. Waveform Data and Spectral Computation
We use the Seismic Transfer Protocol (STP) tool of the Southern California Earthquake Data Center (SCEDC,
http://scedc.caltech.edu/, last accessed 4 December 2016) to obtain raw waveform data and phase pick
information from ML 1.1 and greater events occurring during the time period from January 2002 through
September 2016 within the five regions listed in Figure 1. For each event, we consider waveforms from
vertical-component, short-period, and high-broadband channels (EHZ or HHZ) on stations within 80 km. Most
such records have 100 Hz sampling frequencies, and we exclude all records with a lower sampling rate while
subsampling any 200 Hz records to 100 Hz to maximize data availability.

For each event, we select a magnitude-dependent window length for spectral computations ranging from
1.5 to 4.5 s, with longer windows used for events of higher magnitude to ensure adequate resolution of the
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spectral corner frequency [Ross and Ben-Zion, 2016; Abercrombie et al., 2017]. We define the signal window to
begin 0.05 s before the cataloged P arrival to account for potential errors in the pick time and define a noise
window of equal length (used for signal-to-noise computations) immediately preceding the signal window.
Clipped waveforms are common for near-source stations recording M≥ 3 events [Shearer et al., 2006; Yang and
Ben-Zion, 2010], and we detect and exclude all waveforms flagged as clipped using a classification algorithm
that compares the probability distribution of observed waveform amplitudes to that of known, clipped wave-
forms. For the nonclipped waveforms, we then compute velocity amplitude spectra for the signal and noise
windows using a multitaper algorithm [Park et al., 1987; Prieto et al., 2009]. We convert these velocity spectra to
displacement, resample all spectra to the frequency points corresponding to the shortest time windows (1.5 s,
which have the coarsest frequency sampling), and only further consider spectra with average signal-to-noise
amplitude greater than 5 in each of five frequency bands (2.5–6, 6–10, 10–15, 15–20, and 20–25 Hz). Note
that these are somewhat more stringent quality control criteria than those used by Shearer et al. [2006], who
used a fixed spectral window length, tested signal-to-noise from 5 to 20Hz, and did not explicitly check for
clipped waveforms. We implemented the above preprocessing steps and selection criteria to ensure that we
could reliably assess source scaling over a wide range of event magnitudes (both smaller and larger). The P
wave spectra meeting these quality control criteria comprise the input data to the spectral decomposition
inversion technique described below.

2.2. Spectral Decomposition and Relative Source Spectra
The observed displacement spectra are a convolution of source, path, and station effects, the latter of which
includes both site effects and the instrument response. In the frequency domain, the recorded spectra d(f )
can thus be written as a product of event (source), path, and station spectra:

d(f ) = e(f ) p(f ) st(f ), (1)

which can be linearized by working in the log f domain,

log d(f ) = log e(f ) + log p(f ) + log st(f ). (2)

The basic idea behind the spectral decomposition technique is that because each earthquake will be recorded
by many stations, each station will record many earthquakes, and each approximate source-receiver path will
be traversed many times, it should be possible to solve for each contribution as part of an overdetermined
system of equations defined by the input data spectra.

More precisely, consider the observed displacement spectra dij corresponding to event i, recorded by station j.
Approximating the path term pij as a traveltime-dependent term ttk(i,j) that depends primarily on the distance
from the source to the station, we can write a linear equation of the form

dij = ei + ttk(i,j) + stj + rij, (3)

for each observed spectra, where rij is a residual error term. Equation (3) defines an overdetermined inverse
problem in which the number of observations (recorded spectra, d) outnumber the desired model parameters
e, tt, st. We discretize the traveltime terms (indexed by k) in bins of 1 s of observed source-receiver traveltime
and only further consider spectra from events that are observed by at least five stations, and stations that
observe at least 20 events.

For stability and to mitigate the influence of data outliers, we use an iterative, robust least squares method to
solve sequentially for model parameters ttk , stj , and ei , where L1-norm weights are applied to large misfit resid-
uals at each iteration. The inversion is performed independently for each frequency point. The focus of this
study is on the source terms ei, so the traveltime and station terms ttk and stj are essentially nuisance param-
eters but do contain useful information about midcrustal attenuation and site effects [e.g., Castro et al., 1990;
Shearer et al., 2006; Oth et al., 2011] that may be of interest for ground motion and seismic hazard analyses.
Note that strong near-surface attenuation and its lateral variability will largely be absorbed into the station
(site) terms and the empirical Green’s function correction described below.

2.3. Spectral Stacking and EGF-Corrected Source Spectra
One limitation of the above spectral decomposition is that it can only resolve relative differences between the
source spectra of each event. Thus, it is necessary to further correct for propagation effects that are common to
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all paths (e.g., near-source attenuation and common site or instrument effects) in order to interpret the source
spectra within the framework of theoretical earthquake source models. Shearer et al. [2006] resolved this ambi-
guity by first computing averaged, stacked spectra in bins corresponding to a range of spectral moments (i.e.,
long-period spectral amplitudes). They then solved for the correction term (i.e., the empirical Green’s function
or EGF) that minimized the root-mean-square (RMS) misfit between the EGF-corrected stacked spectra, and a
Brune-type [Brune, 1970] circular crack source model of the form

u(f ) =
Ω0

1 + (f∕fc)n
, (4)

where Ω0, fc, and n are the spectral moment (proportional to seismic moment, M0), corner frequency, and
high-frequency falloff rate, respectively. For simplicity, Shearer et al. [2006] fixed n = 2 (as in the canonical 𝜔−2

model) and assumed that the stacked spectra were well described by a self-similar, constant stress drop model
in which stress drop Δ𝜎 is related to corner frequency and seismic moment by

Δ𝜎 = 7
16

M0

(
fc

k𝛽

)3

(5)

for shear wave speed 𝛽 and a constant k (here 0.32 following Madariaga [1976], derived for a circular crack with
constant stress drop, elliptical slip, and a constant rupture velocity vr = 0.9𝛽). Shearer et al. [2006] performed
a grid search over trial values of stress drop Δ𝜎 and determined the EGF correction from the average residual
(across all stacks) between the observed and theoretical Brune-type spectra (equation (4)), given Δ𝜎 and the
relative moment of each stack. They showed that the resulting EGF and self-similar Brune model produced
a reasonable overall fit to the moment-binned spectral stacks averaged over their entire data set of ∼60,000
earthquakes and proceeded to show that median stress drops estimated for individual events using this EGF
were nearly constant with moment. However, this approach may have biased the results toward self-similarity
because it did not test whether non-self-similar models could produce equal or even better fits to the data.

Here we generalize the stacking approach [Shearer et al., 2006] used to obtain the EGF, while relaxing the
assumption of self-similar scaling between the stacked spectra. Following Shearer et al. [2006], we stack source
spectra in bins of spectral moment,Ω0. Each of the stacked spectra thus represents the average relative source
spectra of events with comparable seismic moment M0 (which is proportional to Ω0). Note that we define Ω0

using the mean amplitude over the 2.5–4 Hz band, as the signal-to-noise worsens at lower frequencies.

Rather than assume a constant stress dropΔ𝜎 for each stack, we allow for the possibility of a variation in mean
stress drop with moment by comparing generalized linear models of the form log10 Δ𝜎 (Ω0|𝝐) = 𝜖0 + 𝜖1 Ω0 +
𝜖2 Ω2

0 +, …, + 𝜖m Ωm
0 , where 𝝐 = [𝜖0, 𝜖1, 𝜖2,… , 𝜖m] is a model vector whose parameters specify a degree-m

polynomial-type scaling of stress drop and moment (both measured in logarithmic units). The degree-0 model
corresponds to a constant stress drop model that is functionally equivalent to the approach used by Shearer
et al. [2006]. The results presented in this study compare the self-similar (degree-0) parameterization to models
with linear (degree-1) scaling [e.g., Kanamori and Rivera, 2004; Mayeda et al., 2007; Oth, 2013]:

log10 Δ𝜎 (Ω0|𝝐) = 𝜖0 + 𝜖1 Ω0. (6)

We also tested higher-order models, as well as those with unconstrained variation of stress drop with moment,
but found the marginal improvement in data misfit provided by such models to be insufficient to warrant the
increase in model complexity [Akaike, 1974] and tendency for instability (symptomatic of overfitting noise in
the stacked spectra). The basic steps in our new, iterative algorithm can be summarized as follows (see Figure 2
for a representative example using data from the Yuha Desert region):

1. Bin events by spectral moment Ω0 and compute stacked source spectra for each bin, requiring at least 20
events per bin to ensure the stacked spectra are well resolved.

2. Initialize the parameter vector 𝝐i = [0, 0] to a starting value implying constant stress drop for each bin (here
the subscript i denotes the current iteration of the optimization algorithm).

3. Compute theoretical source spectra for each stack, given its stress drop value defined by the current
parameter vector 𝝐i and mean spectral moment Ω0 (proportional to M0).

4. Estimate the EGF correction from the residual between the observed and theoretical stacked spectra, at
all frequency points, averaged across all stacks. Note that while each stack has its own unique stress drop
value, the EGF correction is common to all of the stacked spectra.
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Figure 2. Example of stacked source spectra from the Yuha Desert region, before and after the EGF correction for
common path effects (see text for details). (a) Stacked source spectra (binned by spectral moment Ω0), prior to the EGF
correction. (b) EGF-corrected source spectra (solid black lines), assuming a self-similar, constant stress drop source
model with f−2 falloff at high frequencies. Theoretical source spectra corresponding to each stack are shown with
dashed black lines, with the implied corner frequency of the fit marked for reference. The self-similar model fits poorly
for both lower and higher values of Ω0. (c) EGF-corrected source spectra (solid black lines), assuming a source model in
which stress drop increases linearly with moment (both measured in logarithmic units). Theoretical source spectra
corresponding to each stack are shown with dashed black lines, with the implied corner frequency of the fit marked for
reference. This model provides a significantly better fit than the self-similar model.

5. Compute the weighted RMS misfit between the EGF-corrected, observed spectra and the theoretical spec-
tra in the frequency band from 2.5 to 25 Hz. Here we apply weights inversely proportional to log f to prevent
random fluctuations in the high-frequency portion of the spectra from dominating the fit.

6. Update 𝝐i → 𝝐i+1 using a conjugate gradient algorithm and repeat steps 3–6 until convergence to the
minimum of the misfit function. Note that while first-order models can be solved in analogous ways using
a grid search over the model parameters, the iterative conjugate gradient approach provides a unified
computational framework for efficiently comparing higher-order or otherwise more complex models.

The final EGF obtained at the convergence point is used to correct the shape of the relative source spectra of
each individual event for propagation effects that are common to all paths, making them directly comparable
to the theoretical source model of interest (Figures 2 and 3). For the main results presented in this paper, we
assume the widely used Brune [1970] source model with 𝜔−2 spectral falloff (equation (4) with n = 2) but
discuss in detail the influence of this choice in section 4.

The use of stacked spectra in the EGF estimation procedure has certain advantages, most notably, that
it relies solely on the relative shape of well-constrained, averaged spectra within the high signal-to-noise
band, and not on resolving the corner frequencies of smaller individual events, some of which may be
beyond the usable signal bandwidth. However, it does neglect the lateral and depth-dependent variations
in average attenuation properties that are not accounted for in the station terms, which may be important
for studies over larger length scales than within the five regions we consider here. In these cases, nearest
neighbor or spatial interpolation techniques could be incorporated into the stacking procedure in order to
include lateral and depth-dependent attenuation corrections into the spectral decomposition algorithm [e.g.,
Shearer et al., 2006].

2.4. Source Parameter Estimates: Corner Frequency, Moment, and Stress Drop
With the EGF-corrected source spectra in hand, we are now able to estimate source parameters for each event.
To compute stress drop Δ𝜎 as defined by (5), we need estimates of corner frequency fc , seismic moment M0,
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Figure 3. EGF-corrected, stacked source spectra from the (a) San Jacinto Fault Trifurcation Zone, (b) Big Bear, (c) Landers,
and (d) Hector Mine regions. Each EGF-corrected source spectra (solid black lines, binned by spectral moment Ω0)
assumes a source model in which stress drop increases with moment (as in Figure 2c for the Yuha region). Theoretical
source spectra corresponding to each stack are shown with dashed black lines, with the implied corner frequency of the
fit marked for reference.

TRUGMAN AND SHEARER EARTHQUAKE SOURCE SCALING IN SOUTHERN CALIFORNIA 7



Journal of Geophysical Research: Solid Earth 10.1002/2017JB013971

and shear wave velocity 𝛽 . We first estimate the corner frequency fc using a bounded optimization algorithm
that minimizes the weighted RMS residual between the observed, EGF-corrected source spectra si(f ) and the-
oretical spectra ŝi(f |fc) in the 2.5–25 Hz band (where again, inverse log f weights are applied to prevent the
high-frequency portion of the spectra from dominating the fit).

Although some of the larger events (ML ≥ 3.5) have independent estimates of M0 from regional analyses of
long-period waveforms, the vast majority of the events we consider are listed by local magnitude ML rather
than moment magnitude Mw . We therefore need a self-consistent way of computing M0 for all events, large
and small, as numerous studies [e.g., Hutton et al., 2010; Ross et al., 2016; Munafò et al., 2016] have demon-
strated that Mw ≠ ML for smaller events. We follow the same basic approach used by Shearer et al. [2006]
and assume the M0 is proportional to the spectral moment Ω0, but apply a correction term to the Ω0 esti-
mates obtained from the 2.5–4 Hz band (section 2.3) to zero frequency using the observed corner frequency
fc (this correction is more important for the larger events with fc < 4 Hz, where the spectral decay significantly
reduces the observed 2.5–4 Hz amplitude). We derive the proportionality constant between M0 and Ω0 in
two steps [Shearer et al., 2006]. We first perform regression analysis to calibrate a linear relationship between
ML and Ω0: M̂L = a0 + a1 Ω0. The amplitude-adjusted local magnitudes M̂L are then converted to moment
magnitudes Mw and absolute moment M0 by assuming that Mw ≈ M̂L at M = 3.50 for earthquakes within
Southern California [Hutton et al., 2010; Ross et al., 2016]. This regression analysis is performed separately for
each region, as the regression coefficients depend slightly on local attenuation.

Finally, we use a smoothed version of the 1-D velocity model of Hadley and Kanamori [1977] and the
waveform-relocated event depths from the catalog of Hauksson et al. [2012] to compute depth-dependent
shear wave velocities 𝛽 for all events and use our estimates of fc, M0, and 𝛽 to compute stress drop Δ𝜎 for
each event (equation (5)). We use the revised P wave value of the constant k = 0.38 from the numerical study
of Kaneko and Shearer [2014], though encourage caution in interpreting the absolute values of the stress
drop estimates, which can be highly model dependent. More robust are the relative variations in stress drop
estimated using a uniform and consistent set of modeling assumptions and processing procedures.

2.5. Source Parameter Uncertainties: Corner Frequency, Moment, and Stress Drop
Each source spectra estimate is in some sense an average over all stations recording the event, and we utilize
this fact in order to characterize the parameter uncertainties associated with our fc estimates. To do so, we
first define the apparent source spectra s̃ij [e.g., Pacor et al., 2016b] for each station j recording event i:

s̃ij = dij − ttk(i,j) − stj − r̄ij − EGFcorr, (7)

where d, tt, st, EGFcorr, and r̄ are the data spectra, traveltime spectra, station spectra, EGF correction, and mean
residual spectra, respectively. Note that r̄ represents an average residual across all stations recording the event
and is usually quite small, but may be nonzero because of the robust L1-norm weighting scheme in the inver-
sion algorithm. The apparent spectra defined by equation (7) have the useful property that their mean value
is equal to the inferred EGF-corrected source spectra: 1

N

∑N
j=1 s̃ij = si. This fact allows us to use a bootstrap

resampling approach to assess the uncertainties with each corner frequency estimate as follows.

For each event, we first obtain a corner frequency estimate f̂c using the EGF-corrected source spectra si(f ) as
described in section 2.4. We next synthesize a set of B = 100 bootstrap-resampled source spectra by resam-
pling with replacement from the N apparent spectra associated with the event and taking the mean. We then
estimate the corner frequency of each of the B resampled source spectra to obtain a bootstrap distribution of
f̂c estimates for each event and use the bias-corrected, accelerated percentile technique [Efron and Tibshirani,
1994; Carpenter and Bithell, 2000] to derive confidence intervals for f̂c at the 50% (i.e., the interquartile range)
and 90% levels from the raw bootstrap distribution.

We use a similar approach to obtain uncertainties in M0 by examining the variability in spectral moment
Ω̃0(ij) across all stations recording an event. In this case, the bootstrapping procedure is unnecessary, as the
Ω0 estimate is a linear function of the apparent spectra (a mean over the 2.4–4 Hz frequency band). We
use the median absolute deviation in the apparent spectral moments of each event (i.e., the Ω̃0(ij) of each
event i) to quantify uncertainties in moment, which are typically of order 0.1 (in log10 units). Error estimates
for f̂c and M̂0 can then be used to derive confidence intervals for Δ�̂� through propagation of errors (using
equation (5)), though we caution that these measures of uncertainty are likely lower bounds, as they do
not account for uncertainty in rupture velocity, and also do not address any of the epistemic or modeling
uncertainties associated with the assumed source model.
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Figure 4. Scaling of (left column) corner frequency (fc) and (right column) stress drop (Δ𝜎) with seismic moment M0.
Each panel corresponds to one of the five study regions: (a) Yuha Desert, (b) San Jacinto Fault Trifurcation Zone, (c) Big
Bear, (d) Landers, and (e) Hector Mine. In each panel, the black dots correspond to measurements of source properties
for individual events, and the median fc and Δ𝜎 in M0 bins of 0.4 (log10 Nm units) are marked with square symbols. The
best fitting scaling parameter 𝜖1 and two sigma uncertainty for the binned data (obtained from weighted regression
analysis; see text for details) is denoted in each right inset and plotted with a solid line. Events with poorly resolved
corner frequencies due to bandwidth limitations are marked with open circles.

3. Results

We apply the spectral decomposition technique (section 2) to each of the five regions shown in Figure 1, per-
forming a separate inversion for each region. Below, we present the salient features of the source parameter
estimates for each region individually and compare the similarities and differences in the results across all
regions. We focus in particular on the question of self-similarity (the scaling of Δ𝜎 with M0) and the observed
spatiotemporal variations in stress drop on both regional and local scales.

3.1. Yuha Desert
The 2010 Mw 7.2 El Mayor-Cucapah earthquake is the largest event within the footprint of the SCSN
during our study period (January 2002 through September 2016). The complex, bilateral faulting of the
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El Mayor-Cucapah earthquake [Wei et al., 2011; Fletcher et al., 2014] triggered a dense cloud of aftershocks
north of the USA-Mexico border in the Yuha Desert [Kroll et al., 2013; Hauksson et al., 2011]. Our Yuha Desert
study region is composed primarily of these more northerly aftershocks, as the SCSN does not have an
adequate azimuthal distribution of station coverage to make reliable spectral estimates for earthquakes to
the south of the USA-Mexico border (Figure 1). The detailed relocation analysis of the first 2 months of after-
shocks performed by Kroll et al. [2013] imaged the structural complexity of this region before the June 2010
Mw 5.7 Ocotillo earthquake, which triggered a second wave of seismicity in middle-to-late 2010 [Hauksson
et al., 2011].

In applying the improved spectral decomposition technique (section 2) to the Yuha Desert region, we obtain
source parameter estimates for 3706 events that meet our minimum quality control criteria. Normalized
uncertainties in corner frequency (Δfc∕fc) tend to be higher for the lowest and highest magnitude events,
which have corner frequencies at the limits of the signal bandwidth, but overall, the source spectra are well
resolved. Corner frequency and stress drop show a moderate but consistent deviation from self-similarity, with
median stress drop tending to increase as a function of seismic moment (Figure 4a). To quantify this more pre-
cisely, we define bins of width 0.4 in log10 M0 and compute the median stress drop for events in each bin. We
then perform a weighted least squares regression analysis on the binned data to determine the best fitting
scaling parameter 𝜖1 in a linear relation of the form

log10 Δ𝜎 = 𝜖0 + 𝜖1 log10 M0. (8)

Here the weights account for both the number of events in each bin and the median uncertainty in stress
drop, where the latter depends primarily upon the uncertainty in corner frequency and secondarily on the
uncertainty in moment (equation (5)). The scaling parameter 𝜖1 = 0.18 (± 0.039) inferred in this manner for
the Yuha Desert is statistically positive, which is true for all five regions considered in this study (Figure 4).
Median stress drop for this region is comparable to other regions (2.29 MPa), but of lower variability (Figure 5a,
left), with nearly all events having stress drops in the range 0.5 to 20 MPa. Seismicity rates in the Yuha Desert
region during our study period are greatest in 2010, following the April 2010 Mw 7.2 El Mayor-Cucapah and
June 2010 Mw 5.7 Ocotillo events, and the M ≥ 3 events of this time period tend to exhibit high stress drops
(Figure 5a, right). However, we do not observe any systematic time evolution in the stress drop, as events
of comparable magnitude occurring at different times exhibit comparable stress drop. In other words, the
conditional probability distribution of stress drop, given seismic moment, is stationary with time, but 2010
has an unusually large number of M ≥ 3 events due to its high seismicity rate.

We do observe significant spatial variations in median stress drop, with a tendency for events within the
eastern portion of the Yuha Desert study region to have higher median stress drop than those in the west
(Figure 6a). To check whether this observation is truly due to differences in source properties, and not a result
of spatial variation in attenuation, we implemented a spatial interpolation-based EGF technique analogous to
the (nearest neighbor) spatial EGF correction used by Shearer et al. [2006], finding the inferred spatial patterns
in source parameters largely unchanged by the laterally varying EGF. This is not surprising, given the relatively
small length scales (tens of kilometers) over which the region is defined. We further observe an increase in
median corner frequency as a function of depth, larger than can be explained by the assumed increase in
midcrustal shear velocity (Figure 7a).

3.2. San Jacinto Fault: Trifurcation Zone
The San Jacinto Fault (SJF) is the most seismically actively fault system in California [Sanders et al., 1986; Kagan
et al., 2006; Wdowinski, 2009], and, along with the southern portion of the San Andreas Fault located to its
east, accommodates the dominant portion of the plate boundary motion in Southern California [Rockwell
et al., 1990; Fialko, 2006; Lindsey et al., 2014]. While the Anza section of the central SJF is notable for its lack of
microseismicity and major earthquake sequences during historical times [Sanders and Kanamori, 1984; Zöller
and Ben-Zion, 2014; Rockwell et al., 2015; Jiang and Fialko, 2016], the intersection of the Coyote Creek, Clark,
and Buck Ridge faults to the southeast of the Anza gap is responsible for approximately 10% of all earthquake
production in Southern California during our study period (2002–2016). This region of particularly dense seis-
micity has produced multiple distinct sequences of M≥ 4 earthquakes distributed across the three subparallel
faults that comprise the trifurcation zone [Allam et al., 2014; Ross et al., 2017], including the recent (June 2016)
Mw 5.2 Borrego Springs event. Though the main shocks within these sequences show predominantly
strike-slip mechanisms, the individual faulting structures within the trifurcation zone are particularly complex,
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Figure 5. Histograms of stress drop (left column) and magnitude-time plots (right column) for each of the five study regions: (a) Yuha Desert, (b) San Jacinto
Fault Trifurcation Zone, (c) Big Bear, (d) Landers, and (e) Hector Mine. Median and standard deviation values (log10 MPa) of the stress drop distributions are
marked in the histogram insets (Figure 5, left column). Events are color coded by stress drop in each magnitude-time plot (Figure 5, right column), with bluer
colors indicating higher stress drop (more high-frequency energy).

with high-resolution tomography [Allam et al., 2014; Lin et al., 2016] and studies of fault zone-trapped waves
[Li and Vernon, 2001; Lewis et al., 2005; Ross and Ben-Zion, 2015] indicating the prevalence of damage zones.

We use the spectral decomposition technique (section 2) to obtain source parameter estimates for 4564 earth-
quakes in the SJF trifurcation zone region. The median stress drop (2.27 MPa) is comparable to that of the
Yuha region. However, the inferred stress drops for events within the SJF trifurcation zone exhibit greater het-
erogeneity, as evidenced by the significantly larger standard deviation in the stress drop distribution than is
observed for Yuha (Figure 5b, left). This heterogeneity may reflect the tectonic complexity of this region, which
is characterized by a hierarchical network of structures that accommodate a diverse set of faulting mecha-
nisms and varying levels of recent seismic activity [Sanders and Kanamori, 1984; Li and Vernon, 2001; Lewis
et al., 2005].

Seismicity within the SJF trifurcation zone is also notable for its strong deviation from classical self-similarity,
with median stress drop increasing by nearly a factor of 10 across the magnitude range considered in our data
set (Figure 4b). The scaling parameter 𝜖1 = 0.35 (± 0.064) inferred using the weighted regression procedure
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Figure 6. Map view of source parameter estimates for (a) Yuha Desert and (b) San Jacinto Fault Trifurcation Zone
regions. Events are color coded by stress drop in each map, with bluer colors indicating higher stress drop (more
high-frequency energy).

described in section 3.1 is the highest of any of the five regions in our study and would be on the higher end
of previously reported values, which typically are in the range of 0.1–0.4 [Mayeda and Walter, 1996; Izutani
and Kanamori, 2001; Kanamori and Rivera, 2004; Takahashi et al., 2005; Mayeda et al., 2005; Venkataraman et al.,
2006; Pacor et al., 2016a]. This trend in scaling is persistent over the duration of our study period (Figure 5b,
right) and may in part be related to fact that the larger (M ≥ 3.5) events in the trifurcation zone tend to occur
along the three major fault strands, while microseismicity preferentially occurs in the off-fault and intrafault
regions [Ross et al., 2017]. A full exploration into the causative mechanisms of this strong regional trend in
scaling is, however, beyond the scope of this study.

Despite the lack of clear time dependence in scaling, there does appear to be some variability in the dis-
tribution of stress drops within individual earthquake sequences. Of particular interest is the June 2016 Mw

5.2 Borrego Springs event, which is the most recent prominent main shock in our data set. Both the Borrego
Spring event and its aftershocks exhibit unusually high stress drop values compared to other events with
equivalent moment (Figure 5b, right). The Borrego Springs event occurred on the Clark Fault, near the site of
two Mw ≥ 4 events that occurred in 2008 but were of much lower stress drop. Most of the Borrego Springs
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Figure 7. Depth dependence of (top row) corner frequency (fc) and (bottom row) stress drop (Δ𝜎) for each of the five study regions: (a) Yuha Desert, (b) San
Jacinto Fault Trifurcation Zone, (c) Big Bear, (d) Landers, and (e) Hector Mine. In each plot, the black dots correspond to measurements of source properties for
individual events, and the median fc and Δ𝜎 in depth bins of 1 km are marked with solid lines. Events with poorly resolved corner frequencies due to bandwidth
limitations are marked with open circles.

aftershocks occurred between the Clark and Buck Ridge faults, at depths of ∼12 km and on previously inac-
tive structures that are almost orthogonal to the primary strands. These events are visually prominent in the
map view shown in Figure 6b due to their high median stress drop.

3.3. Mojave Desert Regions: Big Bear, Landers and Hector Mine
In contrast to the Yuha Desert and San Jacinto Fault regions examined above, seismicity within the Big
Bear, Landers, and Hector Mine regions of the Mojave Desert occurs to the east of the main Pacific-North
American plate boundary. These regions comprise the southern portion of the Eastern California Shear Zone
(ECSZ), a diffuse deformational belt characterized by a complex distribution of incipient faulting structures
[VanWormer and Ryall, 1980; Faulds and Henry, 2008; Wesnousky et al., 2012]. Studies of earthquake hazard in
the ECSZ became more exigent with the occurrence of the 1992 Landers (Mw 7.3), 1992 Big Bear (Mw 6.5), and
1999 Hector Mine (Mw 7.1) earthquakes, three of the largest events in Southern California in the past century
[Hauksson et al., 1993; Cohee and Beroza, 1994; Wald and Heaton, 1994; Fialko, 2004]. Stress changes from these
events had a significant influence on the local stress field and seismicity during their immediate aftermath
[e.g., Hauksson, 1994; King et al., 1994; Hardebeck et al., 1998; Lin and Stein, 2004]. Our study period begins in
2002 and thus considers only the longer-term aftershocks of these events and present-day background seis-
micity within each region. In our study, we perform the spectral decomposition for each region independently
in order to mitigate the effects of differences in local attenuation on source spectral estimates but present the
results for all three regions here, as they form a coherent tectonic zone within the southern ECSZ.

We obtain source parameter estimates for 1723, 1215, and 810 events in the Big Bear, Landers, and Hector Mine
regions, respectively. Despite their proximity, we observe quantifiable differences in the source properties of
earthquakes in each region. Earthquakes in the Landers rupture zone are characterized by significantly higher
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Figure 8. Map view of source parameter estimates for the (a) Big Bear, (b) Landers, and (c) Hector Mine regions. Events are color coded by stress drop in each
map, with bluer colors indicating higher stress drop (more high-frequency energy).

median stress drop (4.36 MPa) than those in the Hector Mine rupture zone (1.02 MPa), with Big Bear (2.68 MPa)
falling in between (Figures 5c–5e). The distribution of stress drop is also more variable in the Landers and
Big Bear regions than in Hector Mine. Applying the binning procedure and the weighted regression analysis
described in section 3.1, we also observe a moderate increase in median stress drop with moment in each of
the Big Bear (𝜖1 = 0.17 ± 0.027), Landers (𝜖1 = 0.28 ± 0.064), and Hector Mine (𝜖1 = 0.13 ± 0.066) regions. We
note, however, that the inferred scaling parameters (𝜖1) are more poorly constrained for these three regions
due to the relative scarcity of M ≥ 3 events, as compared to the dense seismicity of the Yuha or SJF regions.

Although localized clusters of higher and lower median stress drops can be discerned in each of the three
regions (Figure 8), the spatial variations are most apparent within the Landers rupture zone. Specifically, we
observe significant along-strike variations in median stress drop, with higher values in the northernmost and
southernmost segments, and lower values in the central portion of the Landers rupture (Figure 8b), a pattern
similar to that found in the stress drop study of Shearer et al. [2006] for Landers aftershocks from 1992 through
2001. Overall, there appears to be a rough anticorrelation between the stress drops of Landers aftershocks
(both early and late) and the magnitude of fault slip during the 1992 rupture, during which peak values of
fault slip were observed along the central portion of the rupture and lower slip at the northern and south-
ern tips and auxiliary fault segments [Fialko, 2004]. The lack of significant pre–main shock seismicity in this
region makes it hard to assess whether this stress drop pattern is a long-standing feature (perhaps caused
by local variations in fault strength, with the stronger zones both inhibiting slip during the Landers rupture
and producing ambient seismicity with higher stress drops), or whether it reflects stress changes caused
by the main shock rupture, with lowered stress in the high-slip regions and increased stress near the fault
tips. Unfortunately, the large uncertainties in finite slip models for the Landers main shock (as evidenced by
the substantial differences among the published models [e.g., Mai and Thingbaijam, 2014]) complicate more
detailed comparisons between aftershock stress drops and main shock slip at finer spatial scales.

Some evidence for long-lived spatial variations of small earthquake stress drops was provided by a stress
drop study at Parkfield [Allmann and Shearer, 2007], in which the overall pattern of high and low stress drop
regions was unaffected by the 2004 M6.0 Parkfield earthquake. Although the Parkfield section of the San
Andreas Fault is distinctly different from our study regions (having a single well-defined fault, and many areas
of fault creep), it is nonetheless interesting that the spatial patterns we observe in stress drop appear to per-
sist over long time periods. For example, the spatial heterogeneity in source parameters observed within the
Mojave Desert regions remains largely unchanged from the study of Shearer et al. [2006], who considered a
completely independent source parameter data set ending in year 2001. The long-term persistence of these
trends—lower stress drop in the Hector Mine rupture zone, higher stress drop in the Landers rupture zone,
with significant along-strike variations—supports the notion that there exist real spatial variations in median
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stress drop that are both quantifiable and somewhat predictable due to their stationarity in time. If so, this
has important implications for hazard assessments that use seismically determined stress drop or a related
proxy stress parameter as input for ground motion prediction equations [Yenier and Atkinson, 2014; Atkinson
et al., 2015]. Also of interest from a hazard perspective is that the shallowest seismicity (observed primarily in
the Big Bear region) is characterized by particularly low stress drops (Figure 7c). At more intermediate depths,
corner frequency increases with depth at roughly the same rate as the shear wave speed (and hence, mean
rupture velocity), such that the inferred stress drop estimates remain approximately depth-invariant.

4. Discussion

The observed trends in earthquake source properties within the five regions have important implications for
our understanding of earthquake rupture and seismic hazard. As such, it is worth examining in closer detail the
limitations of the methods applied to obtain these source parameter estimates, and their potential influence
on the results presented here. These limitations fall into two main classes: (1) limitations in the ability of the
spectral decomposition method to isolate the source spectrum from the raw waveform data and (2) limitations
in the source spectral model to adequately characterize the salient properties of earthquake rupture.

Addressing (1) first, a key advantage of the spectral decomposition method is that it provides an empiri-
cal and completely nonparametric framework for partitioning the observed spectra into source, path, and
station terms, with no need to explicitly evaluate the instrument response or model attenuation along the
raypath. This framework, while designed to minimize the tradeoffs between source and path effects, may
still fail to adequately resolve the source term, especially in circumstances where the ratio of the number of
input, observed spectra, to desired, output source spectra is small. The EGF correction that is inferred from
the shape of stacked source spectra (section 2.3) is an essential step in the spectral decomposition algo-
rithm, as it removes nonsource effects that are common to all travel paths. This includes both near-source and
near-receiver attenuation, which, if left uncorrected, can introduce an artificial fmax into the spectra that may
bias source parameter estimates [Hanks, 1982; Anderson and Hough, 1984; Anderson, 1986]. We do not believe
that uncorrected high-frequency attenuation is causing problems in our analysis for several reasons: (1) we
explicitly require that all of the individual spectra we analyze have signal-to-noise of five or greater out to the
25 Hz upper bandwidth and (2) we see no evidence for any sharp change in our traveltime terms or in our
EGFs as frequency approaches 25 Hz. Certainly, attenuation will limit the ability to resolve corner frequencies
above 25 Hz, but accurately determining these corner frequencies is not crucial for our analysis.

However, the spectral stacking procedure requires a reasonable distribution of events at different magnitudes
over a relatively small length scale (tens of kilometers). This does not present a significant obstacle for the five
regions considered here, which have relatively dense seismicity sampling a wide range of magnitudes (M 1
to 5) and are well recorded by modern broadband and short-period SCSN stations. It is important, however, to
keep these considerations in mind in future applications of the spectral decomposition technique to scenarios
with sparse seismicity or station coverage.

The second limitation—the possible inadequacy of the commonly applied Brune-type, omega-squared (𝜔−2)
source model to describe the earthquake rupture process—presents a more serious problem for the events
considered here. The observed deviation from self-similarity, in which stress drop appears to increase as a
function of seismic moment (𝜖1 > 0), is based on the assumption that the high-frequency spectral falloff rate
(n in equation (4)) is 2, as in the classical 𝜔−2 model [Aki, 1967]. There is, however, a fundamental tradeoff
between 𝜖1 and n, as shown schematically in Figure 9 for the Yuha Desert region (the other four regions con-
sidered in this study exhibit a similar effect). If we instead allow for n < 2 (gentler spectral falloff), the data
once again become consistent with self-similarity; the difference in misfit between the 𝜖1 > 0, n = 2 and
𝜖1 = 0, n < 2 models is only 1.2%. This makes intuitive sense if we consider that our fundamental observa-
tion is that the source spectra of larger events contain more high-frequency content than would be predicted
by a self-similar Brune model. The tradeoff between 𝜖1 and n occurs because the high-frequency falloff rate
substantially affects the results only well above the corner frequency, a portion of the spectra that is observ-
able only for the larger events in our data set. There are two different end-member ways of explaining the
high frequencies we observe for the larger events: we can fix the spectral falloff and relax the assumption of
self-similarity (Figure 9a) or we can assume that earthquakes are (on average) self-similar and allow for gentler
spectral falloff (Figure 9b).
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Figure 9. Example showing the tradeoff between stress drop scaling parameter 𝜖1 and spectral falloff rate n, for
stacked source spectra from the Yuha Desert region (results are similar for the other regions considered in this study).
(a) EGF-corrected, stacked source spectra (solid black lines, binned by spectral moment Ω0) assuming a source model
with 𝜔−2 spectral falloff rate (n = 2) and scaling parameter 𝜖1 > 0. In this model, log10 Δ𝜎 is permitted to vary linearly
with log10 M0. (b) EGF-corrected source spectra (solid black lines, binned by spectral moment Ω0), now assuming a
source model with lower spectral falloff rate (n < 2) and fixed scaling parameter 𝜖1 = 0. In this model, Δ𝜎 is constrained
to be invariant with M0. (c) Contour plot of the relative misfit between the observed (EGF-corrected) and theoretical
stacked spectra, plotted as a function of scaling parameter (𝜖1, x axis) and high-frequency falloff rate (n, y axis). Source
models that assume n = 2 (an 𝜔−2 model) require 𝜖1 > 0, while source models that assume 𝜖1 = 0 (a self-similar model)
require n < 2.
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We focus on the former approach for the purposes of this study because it makes our source parameter esti-
mates (corner frequency fc and stress drop Δ𝜎) more directly comparable to those of other studies, which
are typically derived under the assumption of an 𝜔−2 model. The discussion above, however, demonstrates
that the absolute values of these source parameter estimates depend strongly on modeling assumptions.
This makes it difficult to interpret fc and Δ𝜎 directly in terms of actual physical properties of the earthquake
source, such as the source dimension or average static stress drop. Moreover, the tradeoff complicates stud-
ies of earthquake source scaling, as the inferred scaling parameter will in turn depend on the assumed falloff
rate (again, typically fixed to 2 in such studies). Though the high-frequency falloff n must be greater than 1.5
to bound the radiated energy [Walter and Brune, 1993], this limitation only applies in the high-frequency limit,
i.e., not to intermediate falloff rates that may occur in double-corner frequency models. For single-corner fre-
quency models, if the true falloff rate falls anywhere in the range 1.5 < n < 2, the scaling will be less intense
than that inferred with n = 2, as is typically assumed for such studies [Kanamori and Rivera, 2004]. Finally, we
note that the observed scaling relationships are pertinent only to the magnitude range that comprises the
bulk of our data set (1 ≤ M ≤ 4) and should not be extrapolated without further study. Independent of these
issues, we can still pose the following questions: what are the underlying causes of the observed deviations
from classical source models, and what are the broader implications for our understanding of earthquake
rupture processes?

Brune [1970] developed an instantaneous rupture model for a circular crack that related the source radius of
an earthquake to the inverse of the corner frequency of the calculated source spectra. This model was later
extended by Madariaga [1976] and others who considered more realistic circular crack models in which the
rupture propagates at a constant fraction of the shear wave velocity. However, real source spectra, especially
those of pulse-like ruptures, can be much more complex and may be characterized by several timescales (and
hence corner frequencies), notably those related to the total rupture duration and to the duration of slip at
a given point on the fault [e.g., Haskell, 1969; Luco, 1985; Lin et al., 2016]. Resolution of these features in real
source spectra is challenging due to the inherent noise and bandwidth limitations of the data, but a number
of studies of larger earthquakes [e.g., Papageorgiou and Aki, 1983; Joyner, 1984; Atkinson, 1990; Denolle and
Shearer, 2016] have provided evidence for source spectra with multiple corners and intermediate spectral
falloffs (n < 2), the details of which can likewise be scale dependent [Walter et al., 2006].

We do not attempt to resolve multiple corners within the source spectra in our study, as lower magnitude
events have poor signal-to-noise within the higher-frequency bands in which the secondary corner would
be expected to occur. However, the presence of multiple corners, even if they cannot be independently
resolved in the spectra, could account for the observed tradeoff between high-frequency falloff rate n and
self-similarity 𝜖1. Further complexity in the rupture process, including directivity effects [e.g., Boatwright, 1980;
Pacor et al., 2016b; Ross et al., 2016], fault-roughness [e.g., Madariaga et al., 2006; Dunham et al., 2011; Trugman
and Dunham, 2014], and scale-dependent frictional properties or dynamic weakening mechanisms [Brodsky
and Kanamori, 2001; Abercrombie and Rice, 2005; Cocco et al., 2016] may also produce the same effect. Though
it is difficult to discriminate among these plausible causal mechanisms, their unifying feature—source com-
plexity beyond that of a circular crack—makes it worth exploring alternative or nonparametric means for
directly comparing source spectra, rather than comparing source parameter derivative of an assumed model
[e.g., Uchide and Imanishi, 2016].

The results presented here also bear significance for seismic hazard assessment. Ground motion prediction
equations (GMPEs) are fundamental to hazard assessments, and source spectral studies that characterize
regional variations in stress drop provide valuable constraints for the source terms of modern GMPEs, which
are becoming increasingly regionalized [Bozorgnia et al., 2014; Yenier and Atkinson, 2015; Douglas and Edwards,
2016]. Previous work [e.g., Allmann and Shearer, 2009; Oth, 2013; Uchide et al., 2014] has provided compelling
evidence for regional variations in median stress drop. Here we find in addition that both median stress drop
and the intensity of the apparent deviation from self-similarity may vary regionally, with the San Jacinto Fault
trifurcation zone being of particular note in this regard (Figure 4). Accurately characterizing such variations
may help reconcile the well-known difference in scatter between the Δ𝜎 of GMPEs (stress parameter) and the
Δ𝜎 of source spectral estimates (stress drop) [Atkinson and Beresnev, 1997; Cotton et al., 2013; Atkinson et al.,
2015], although it is worth again cautioning that the scaling relationships inferred here likely do not extrap-
olate to the higher-magnitude (M > 4) events that cause the most damaging ground motions. Future studies
should examine the robustness of these preliminary observations over wider magnitude ranges and larger
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spatial scales and explore how the modeling limitations of source parameter estimates may influence the
relationship between seismically inferred stress drop and observed ground motion.

5. Conclusions

We describe an improved spectral decomposition approach to compute earthquake source parameters
that is suitable for analyzing large data sets containing thousands or more events. The technique uses an
iterative, robust least squares algorithm to partition the observed waveform spectra into source, site, and
traveltime-dependent path terms. Unlike previous methods of its kind, this technique requires no assumption
about self-similarity in earthquake source parameters. We leverage this improvement to explore variations in
source parameters and source scaling within five regions of active, contemporary (2002–2016) seismicity in
Southern California. In each region, we find that if one assumes the classical, 𝜔−2 high-frequency falloff rate,
the data are most consistent with an increase of stress drop with moment, in direct contrast to the self-similar
paradigm. We show, however, that this conclusion is model dependent, with the inferred deviation from
self-similarity trading off with the assumed high-frequency falloff rate. Independent of these parametric limi-
tations, the source spectra of the larger magnitude earthquakes in this study contain greater high-frequency
content than would be predicted by a self-similar model with 𝜔−2 falloff. This observation, along with the
evidence we present for regional, local, and depth-dependent variations in earthquake source parameters,
may provide important constraints for seismic hazard assessments and for our understanding of earthquake
rupture processes.
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