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S U M M A R Y
The 280-km-long San Cristobal Trough (SCT), created by the tearing of the Australia plate
as it subducts under the Pacific Plate near the Solomon and Vanuatu subduction zones, has
hosted strike-slip earthquake sequences in 1993 and 2015. Both sequences, which likely
represent a complete seismic cycle, began along the oldest section of the SCT—the portion
farthest from the tear that has experienced the most cumulative displacement—and migrated
to the younger sections closer to the tear. The SCT’s abundant seismicity allows us to study
transform boundary development—a process rarely observed along a single fault system—
through observations of earthquake rupture properties. Using the spectral ratio method based
on empirical Green’s functions (EGFs), we calculate the corner frequencies of three Mw ∼7
2015 earthquakes and colocated smaller earthquakes. We utilize two different spectral ratio
stacking methods and fit both Brune and Boatwright models to the stacked spectral ratios.
Regardless of stacking methods and spectral models, we find that the corner frequencies of the
2015 Mw ∼7 earthquakes decrease slightly with distance from the tear. Assuming a constant
rupture velocity and an omega-square spectral model, this corner frequency decrease may be
due to an increase in rupture length with distance from the tear. The spectrum of the 2015
earthquake farthest from the tear also deviates from the omega-square model, which may
indicate rupture complexity. Stress drop estimates from the corner frequencies of the 2015 Mw

∼7 earthquakes range between 1 and 7 MPa, whereas stress drop estimates of their EGFs range
from ∼0.05 to 10 MPa with most values between 0.1 and 1 MPa. Independent evidence from
a second moments analysis of the 2015 earthquake sequence also indicates a possible increase
in rupture length with distance from the tear, confirming the results from the spectral ratio
analysis. We also observe an increase in normalized centroid time-delay values, a first-order
proxy for rupture behaviour, with distance from the tear for the 2015 sequence. A similar trend
for the 1993 sequence suggests that earthquake rupture varies systematically along the SCT.
Since distance from the tear corresponds to cumulative fault displacement, these along-strike
rupture variations may be due to a displacement-driven fault maturation process.

Key words: Earthquake source observations; Spectral ratio method; Empirical Green’s func-
tions; Second moments analysis; Centroid time-delay; Transform faults.

1 I N T RO D U C T I O N

Transform boundary maturation is primarily a displacement-driven
process. Increasing cumulative displacement leads to strain lo-
calization as fault strands align and lengthen and the number of
fault steps decreases (Wesnousky 1988; Ben-Zion & Sammis 2003;
Wechsler et al. 2010). Although the structural evolution of trans-
form boundaries has been studied in both the lab (Davidesko et al.
2014) and the field (Martel et al. 1988), relatively little is known

about the seismicity associated with the maturation process. Wes-
nousky (1988) proposed that seismicity on a fault should reflect
its current stage of structural maturation, but the long timescale of
the maturation process makes this difficult to observe. Historical
records show that larger transform fault earthquakes (Mw ∼8) tend
to occur on more mature fault systems such as the San Andreas
and North Anatolian strike-slip faults, whereas seismicity along in-
cipient strike-slip faults consists primarily of earthquake swarms
(Thomas et al. 2013). There are few instrumental observations,
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Figure 1. San Cristobal Trough (SCT) tectonic setting and local earthquake focal mechanisms. The red focal mechanisms indicate Mw 6 + strike-slip
earthquakes along the SCT shown in Fig. 10. The 1993 and 2015 sequences (labeled) likely ruptured similar portions of the mature SCT.

however, of the complete maturation process along a single fault
system.

Subduction Transform Edge Propagator (STEP) faults—
transform boundaries created by tearing subducting plates (Govers
& Wortel 2005)—provide an excellent opportunity to study trans-
form fault development. Along a STEP fault, distance from the
tear corresponds to the cumulative displacement experienced by
the tearing plate. This distance-displacement relationship allows
us to observe the effect of the long-term (millions of years) mat-
uration process on seismicity without similarly long observation
times. Over 24 STEPs exist globally, including the transforms at
the northern and southern ends of the Lesser Antilles Trench and
the transform at the northern end of the Tonga Trench (Bilich et al.
2001; Govers & Wortel 2005).

Although most STEPs have generally low seismicity rates (Bilich
et al. 2001), the 280-km-long San Cristobal Trough (SCT) STEP
in the southwest Pacific Ocean has produced more than 145 Mw

5+ earthquakes since 1976, providing a rich data set to study trans-
form boundary maturation. The high seismicity is partially due to
the fast relative plate motion rate (9.5 cm yr–1, DeMets et al. 2010).
The east–west striking SCT separates the Solomon and Vanuatu
subduction zones where the tearing Australia plate subducts under-
neath the Pacific Plate (Fig. 1). Along-strike cumulative displace-
ment, ranging from 0 to 280 km west to east, influences the SCT’s
earthquake behaviour and creates two distinct zones of seismicity.
The western SCT rarely experiences earthquakes larger than Mw 6,
whereas the eastern two-thirds has hosted several Mw ∼7 strike-slip
earthquakes. Using b-value and Coulomb Failure Stress analyses,
Neely & Furlong (2018) showed that a displacement-driven fault
maturation process explains the SCT’s variable seismicity. They ar-
gued that the tearing of the Australia plate creates a poorly defined
plate boundary along the western SCT with short fault segments not
aligned with the overall plate motion. After ∼90 km of cumulative
displacement, smaller faults coalesce into larger segments oriented
with plate motion that are capable of hosting Mw ∼7 earthquakes.
They proposed that these two distinct seismicity zones represent
immature (western third) and mature (eastern two-thirds) portions
of the SCT (Fig. 1).

The mature SCT’s Mw ∼7 strike-slip earthquakes are shallow
(<20 km) and often occur in east-to-west propagating sequences
that fail to rupture into the immature SCT (Fig. 1, Table 1). A 1993
sequence started with an Mw 7.1 (1993A 6 March 1993 03:05:49)
strike-slip earthquake followed by an Mw 6.7 (1993B 6 March 1993
16:26:56) event with a similar focal mechanism. A comparable pat-
tern occurred in 2015, which included an Mw 6.8 earthquake (2015A

Table 1. 1993 and 2015 propagating strike-slip earthquake sequences.

Event Magnitude
Centroid distance

from tear (km)
Hours since prior
EQ in sequence

1993A 7.1 202 –
1993B 6.7 136 13
2015A 6.8 188 –
2015B 6.9 145 47
2015C 6.8 110 2

20 May 2015 22:48:53) followed by Mw 6.9 (2015B 22 May 2015
21:45:19) and Mw 6.8 (2015C 22 May 2015 23:59:33) earthquakes.
The 1993 and 2015 propagating earthquake sequences ruptured
similar portions of the SCT and may indicate a complete seismic
cycle, a process that has rarely been observed instrumentally.

In this paper, we explore the source properties including corner
frequency, rupture area and stress drop of the SCT’s Mw ∼7 strike-
slip earthquakes and their EGFs using earthquake source spec-
tra, second moments analysis and centroid time-delays (Eshelby
1957; Madariaga 1976; Silver 1983; Pérez-Campos et al. 2003;
Duputel et al. 2013). We show that the corner frequency estimates
decrease slightly whereas rupture length and normalized centroid
time-delays increase with distance from the tear, possibly indicating
a displacement-driven maturation process within the mature portion
of the SCT.

2 C O R N E R F R E Q U E N C Y E S T I M AT E S
O F T H E 2 0 1 5 E V E N T S

Earthquake source spectra, specifically the corner frequency (Aki
1967), help identify possible differences in the earthquake rupture
area and stress drop. The corner frequency (fc), where the spectrum
begins to fall off, is inversely proportional to the width of the source–
time function (Shearer 2009). Generally speaking, an increase in
earthquake magnitude should lead to a decrease in corner frequency.
To estimate corner frequencies, we utilize the spectral ratio method
based on EGFs. This method isolates the source component from
the path and site effects by deconvolving the seismogram of the
master event by the seismogram of a smaller, colocated EGF event
(Mueller 1985; Ide et al. 2003; Imanishi & Ellsworth 2006; Baltay
et al. 2010; Abercrombie 2015, Fig. 2). We perform the spectral ratio
analysis on the 2015 strike-slip sequence. We attempted a similar
analysis for the 1993 sequence, but the limited station coverage at
the time provides few useful measurements.
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Figure 2. Processing steps for spectral ratio method via EGF. We perform
a fast Fourier transform on the master (a) and a collocated EGF (b) seis-
mograms. We divide the master amplitude frequency spectrum by the EGF
amplitude frequency spectrum to produce the spectral ratio (c).

We assume a 50 km rupture extent (Wells and Coppersmith 1994)
centered on the centroid location of the master event (this assumes
a bilateral rupture). We select EGFs (Mw < 6) located within 20 km
of this assumed rupture extent (Fig. 3). These selection criteria as-
sume ideal EGFs are within one source dimension of the master
event (Abercrombie 2015), yielding 214 potential EGFs. We first
convert the velocity seismograms (in counts) to displacement and
then calculate P-wave displacement spectra using a 60-s-long win-
dow that begins 12 s before the direct P-wave arrival on the vertical
component of 15 broad-band stations between ∼3◦ and 20◦. This
windowing ensures clean P waves and avoids contaminations from
S or surface waves at all stations. We then resample the individual
amplitude spectra in log space with a 0.025 log10(Hz) increment
spacing to sample the lower frequencies more frequently and apply

a five-point moving average window to smooth the spectra (Iman-
ishi & Ellsworth 2006). The resampling produces four times the
number of data points between 0.01 and 0.1 Hz (the likely mas-
ter corner frequency range) than between 1 and 2 Hz. We require
an EGF’s signal-to-noise ratio to be >2 in two frequency bands—
0.01–0.1 Hz and 0.1–1 Hz. These bands approximately encompass
the master corner frequencies and EGF corner frequencies, respec-
tively. We compare the 60-s-long signal window to the preceding
60 s for the signal-to-noise ratio test. We divide the master spectra
by the EGF spectra to cancel out path and site effects and obtain the
source spectral ratios.

We stack master–EGF spectral ratios with two approaches. The
first approach stacks spectral ratios over multiple stations per EGF
(hereinafter called EGF stack). The requirement of master–EGF
pairs with strong signals at two or more stations leads to 14 EGFs
(5 each for 2015A and 2015B, 4 for 2015C) and 60 spectral ratios.
We first compute the geometric mean of the spectral amplitudes
over stations per EGF, which preserves the corner frequency of
the EGF. A representative master event corner frequency is then
computed by taking the geometric mean of the corner frequencies
from the EGF stacks. The second method stacks spectral ratios of all
master–EGF pairs across all stations per master event (hereinafter
called full stack), which can potentially reduce the variabilities in
corner frequency caused by different EGFs and compensate for
limited station coverage (Abercrombie 2015). We normalize the
spectral ratios before stacking to preserve the master event corner
frequency information only and then compute the geometric mean
of all spectral ratios for each master event. This full stack method
incorporates 29 unique EGFs (Table S1) and 77 spectral ratios.

We estimate the master event’s corner frequency ( f M
c ) by fitting

the Brune (g = 1, Brune 1970) and Boatwright models (g = 2,
Boatwright 1980) to the stacked spectral ratios:

uM ( f )

uEG F ( f )
= M M

o

MEGF
o

⎛
⎜⎜⎜⎝

1 +
(

f

f EGF
c

)2g

1 +
(

f

f M
c

)2g

⎞
⎟⎟⎟⎠

1/g

. (1)

Both models assume a falloff exponent of 2, but the Boatwright
model has a sharper corner than the Brune model. The inversion
solves for the moment ratio (M M

o /MEGF
o ), master ( f M

c ) and EGF
corner frequency ( f EGF

c ) (trust-region-reflective optimization, MAT-
LAB 2015a). When modeling the stacked spectral ratio, we take
two key steps to ensure a better fit. First, we use an upper frequency
bound of 2 Hz. This ensures that the minimization algorithm focuses
mainly on the signal around the master and EGF corner frequencies
and is not unduly influenced by high-frequency noise. Secondly, we
perform the model fitting in log space [i.e. log10(uM(f)/uEGF(f))] to
prevent the large residuals at low frequencies in linear space from
dominating the fit. A bootstrap analysis allows for estimation of
the corner frequency uncertainties and produces a Gaussian distri-
bution of model parameters (Huang et al. 2016). For the bootstrap
analysis, we randomly sample the residuals with replacement and
add the resampled residuals to the measured spectral ratio to create
a synthetic spectral ratio. We estimate source parameters for the
synthetic spectral ratio and repeat this process 1000 times.

Synthetic tests of the full stack method indicate that the stacking
method preserves the master event corner frequency if the EGF
corner frequencies are within ∼1 order of magnitude of each other
(Fig. S1). We create idealized spectral ratios with the same mas-
ter corner frequency but different EGF corner frequencies and
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Figure 3. Station coverage and EGF distribution for the 2015 sequence. The focal mechanisms indicate the 2015 master events. Colored lines indicate assumed
rupture lengths corresponding to three master events. Grey circles indicate potential EGFs that did not pass the SNR test. Colored circles show EGFs utilized
in the spectral ratio analysis. The inset shows the stations (red triangles) used in this analysis.

moment ratios, and add noise (sampled from a log-normal dis-
tribution) to the idealized spectral ratios to create synthetic ones.
The full stack methodology is then used to average the synthetic
spectral ratios over different master–EGF pairs. The full stack
synthetic spectral ratios are modeled to check how the addition
of noise impacts our ability to resolve the true corner frequency
value. Although the stacked spectral ratio loses information re-
garding the individual EGFs, the master corner frequency can be
recovered.

The EGF and full stack methods produce consistent corner fre-
quency values for each of the 2015 Mw ∼7 earthquakes (Figs 4
and 5). Despite the variability associated with individual EGFs in
the EGF stack method, the geometric mean of corner frequencies
for 2015C is slightly higher (∼0.06 Hz) while it is similar for
2015A and 2015B (∼0.05 Hz, Fig. 4). Using the full stack method,
we find that 2015C has the highest corner frequency (∼0.07 Hz)
followed by 2015B (∼0.06 Hz) and 2015A (∼0.05 Hz) (Fig. 5).
Consistent corner frequency values are obtained from the Brune
and Boatwright spectral models given the 2σ bootstrap uncertainty
of ∼0.005–0.01 Hz (Fig. 5). While some studies see negligible
differences between the Brune and Boatwright corner frequencies
(Baltay et al. 2011; Abercrombie 2014; Huang et al. 2017), others
have found that the Boatwright model fits the observed spectral ratio
better and leads to a lower corner frequency (Huang et al. 2016). The
Brune and Boatwright corner frequencies for the 2015 sequence are
remarkably similar. The maximum difference between the Brune
and Boatwright corner frequencies for a single master event is less
than 0.008 Hz. Overall, regardless of spectral model or stacking
method, the geometric means of corner frequencies for the 2015
Mw ∼7 earthquakes appear to slightly decrease with distance from
the tear.

Intriguingly, the spectral ratios of 2015A appear to deviate from
both omega-square models and exhibit a high-frequency falloff ex-
ponent greater than 2. Although the spectral models indicate that
2015A has the lowest corner frequency, a comparison of the full
stack spectra show that 2015A’s low frequency plateau extends to
slightly higher frequency values than either 2015B’s or 2015C’s low
frequency plateaus (Fig. 5). Fig. 6(a) shows the ratio of observed
spectra divided by the best fitting Brune model. Reds indicate re-
gions where the Brune model underestimates the spectrum, while
blues indicate frequency intervals where the model overestimates
the spectrum. The Brune model significantly underpredicts the ob-
served 2015A spectrum at frequencies above the master corner
frequency before rapidly shifting to an overprediction at ∼0.1 Hz.
Although the 2015B and 2015C residuals show areas of over- and
underprediction, they do not exhibit such a strong reversal trend
along the falloff portion of the spectra. Such deviations from the
omega-square model may be due to the imperfect cancellation of
propagation and site effects of master–EGF pairs. However, due to
the fact that this systematic deviation is only observed for 2015A,
it may also imply a more complex rupture process than the rup-
ture considered in the omega-square model (Uchide and Imanishi
2016). We test how this deviation from the omega-square model
may affect the corner frequency estimate of 2015A by allowing the
slope of the Brune model to vary freely. We find a best-fitting falloff
exponent of ∼5 and a corner frequency of ∼0.08 Hz for 2015A
(Table 2), whereas a best-fitting falloff exponent of ∼2 is still valid
for 2015B and 2015C (Fig. S2). By allowing the falloff exponent
to vary, we see a significant reduction in the residuals for 2015A
and the elimination of the systematic under- and overpredictions
previously observed for the fixed falloff exponent model (Fig. 6b).
We further address the implications of a complex 2015A rupture in
the ’Discussion’ section.
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Figure 4. Spectral ratio results for the EGF stack method. Columns are grouped by the 2015 master event. Each panel includes the stacked spectral ratios (grey)
with Brune (red) and Boatwright (blue) models for an EGF. Master corner frequencies with 2σ uncertainty calculated from Brune and Boatwright models are
shown for each EGF. Dashed lines indicate master corner frequencies. Dotted–dashed lines indicate EGF corner frequencies. Geometric means are displayed
at the bottom of the columns.

From the EGF stack method, we also obtain the EGF cor-
ner frequencies, which range from ∼0.1 to ∼0.6 Hz. In con-
trast to the master events, there are systematic differences be-
tween the corner frequencies estimated from different spectral
models (Fig. 7). The Brune spectral model produces slightly
higher EGF corner frequency values than the Boatwright model
(Fig. 7). The corner frequency values of 2015A’s EGFs are more
tightly clustered than 2015B’s and 2015C’s EGFs, though the

magnitudes of 2015A’s EGFs span a similar range as the other
EGFs.

3 RU P T U R E L E N G T H A N D S T R E S S
D RO P O F T H E 2 0 1 5 E V E N T S

By assuming simple, symmetric circular and elliptical rupture mod-
els, we can use corner frequency estimates to determine the rupture
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Figure 5. Spectral ratio results for the full stack method. The first three panels correspond to the 2015 earthquakes and include the stacked spectral ratios
(grey), individual spectra (light blue), and modeled spectral ratios with Brune (red) and Boatwright (blue) models. Master corner frequencies (also shown with
dashed lines) with 2σ uncertainty calculated from Brune and Boatwright models are listed. The number of individual spectral ratios included in the stack is
also indicated. Bottom right-hand panel: all three full stack spectra are plotted together.

length and stress drop of an earthquake (Eshelby 1957; Sato &
Hirasawa 1973; Madariaga 1977; Kaneko & Shearer 2015). In the
circular model, the radius of rupture (a) is inversely proportional to
the corner frequency (fc) multiplied by the S-wave speed (β = 3.5 km
s–1) and a constant k (Eshelby 1957).

a = k
β

fc
. (2)

A similar relationship also exists for elliptical rupture models
where b is the seismogenic zone half width and a is half the rupture
length (Kaneko & Shearer 2015).

a = 1

b

(
kβ

fc

)2

. (3)

Different k values have been proposed depending on the rupture
model, but the value of k is traditionally calculated assuming a

rupture velocity that is 90 per cent of the S-wave velocity. We utilize
k values from Kaneko and Shearer (2015), who used a cohesive-zone
rupture model to numerically calculate k. If we assume a rupture
velocity that is 90 per cent of the S-wave velocity, k = 0.29 for a
symmetric circular rupture, and k = 0.25 for a symmetric elliptical
rupture.

Fig. 8 and Table 2 show the rupture extent for the 2015 strike-slip
earthquakes estimated from the Brune corner frequencies calcu-
lated from the EGF stack and full stack approaches. Assuming a
circular rupture model and the same rupture velocity for the three
earthquakes, we find that 2015C has the smallest rupture extent
using corner frequencies from both stacking methods. The rupture
area for 2015A is larger than 2015B’s rupture area when calculated
from the full stack corner frequencies, but they are more similar
for the EGF stack method. In both cases, there is little to no over-
lap between the 2015 events. A similar trend of increasing rupture
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Figure 6. Ratios of observed versus Brune modeled spectral ratios of the
2015 events for the full stack method. The corner frequencies of the master
events (circle) and of the EGFs (triangle) are indicated. Blue indicates model
overestimation, and red indicates model underestimation. (a): Residuals for
fixed falloff exponent (2) Brune model. The rapid red-to-blue transition at
∼0.1 Hz indicates a steep falloff in 2015A’s observed spectral ratio. (b):
Residuals when Brune model falloff exponent is allowed to vary. Note that
unlike 2015B and 2015C, 2015A’s residuals are significantly reduced.

areas with distance from the tear is also suggested from an ellipti-
cal rupture model. Constraining the width of the seismogenic zone
along the SCT is challenging with only teleseismic data. The large
earthquakes have centroid depths around 20 km but the depths of
the smaller earthquakes are not well constrained. Locking depths
have been reported around 20 km at mature strike-slip fault systems
like the San Andreas Fault (Smith-Konter et al. 2011) and North
Anatolian Fault (Aktuğ et al. 2015). Therefore, we assume a minor
axis of 20 km. Though there is some overlap in the elliptical rupture
areas, the 2015 earthquake centroids are at the outer edge of the
upper limit of the adjoining earthquake’s rupture extent. Note that a
decrease in the minor axis leads to an increase in the rupture length
and additional rupture overlap.

Using the rupture areas and earthquake moments, we can calcu-
late the corresponding stress drops. For a circular fault, we deter-
mine the stress drop (�σ ) from the earthquake’s moment (Mo) and
rupture radius (a) (Eshelby 1957).

�σ = 7

16

Mo

a3
. (4)

For an elliptical fault, we calculate the stress drop via a shape
factor (C), Mo, minor axis (b) and rupture area (S) (Madariaga
1977).

�σ = Mo

CbS
. (5)

We calculate the shape factor (C):

C = 4

3E (m) + 1

m2

(
E (m) − b2

a2
K (m)

) (6)

m =
(

1 − b2

a2

)1/2
, (7)

where K(m) and E(m) are the complete elliptical integrals of the
first and second kinds (Madariaga 1977).

Stress drop results are shown in Fig. 9 and Table 2. The elliptical
rupture model leads to slightly larger stress drop values (2–6 MPa)
than the circular rupture model (1–3 MPa) for the 2015 master
earthquakes. For both rupture models, the stress drop of 2015A is
lower than those of 2015B and 2015C by a factor of 2 (Fig. 9). The
stress drop estimates of EGFs calculated from a circular rupture
model show greater variations than the stress drop estimates of
the master events and range from ∼0.05 to 10 MPa with most
values between 0.1 and 1 MPa. We do not observe any discernable
stress drop pattern among the different EGF groups with the current
dataset. The observed EGFs variations warrant future investigations
with near field observations. The range of our stress drop estimates
also agrees with previous stress drop studies for large transform
fault earthquakes (Allmann & Shearer 2009).

4 C E N T RO I D T I M E - D E L AY O F
R E P E AT I N G E A RT H Q UA K E S

Centroid time-delay (τCTD), the difference between centroid and
hypocenter times, approximates the half rupture duration of an
earthquake and serves as a first-order proxy for rupture charac-
teristics (Duputel et al. 2013). The centroid time-delay calculation
is another tool for investigating rupture variations along the SCT.
Earthquakes with a large centroid time-delay for a given moment
may have anomalously large rupture areas, slow rupture velocities,
or complex ruptures consisting of multiple subevents (Duputel et al.
2013). Earthquakes with anomalously large rupture areas or slow
rupture velocities will have lower corner frequencies than complex
rupture earthquakes with similar magnitudes (Pérez-Campos et al.
2003).

Since centroid time-delay increases with moment, we normalize
it by the expected centroid time-delay (τ r) for a given moment
[Duputel et al. 2013, moment (Mo) in dyne-cm]:

τr = 1.2×10−8 × M
1/3
o . (8)

Normalized centroid time-delay values of large earthquakes
range from 0.5 to 4, but most values are clustered near 1 (Duputel
et al. 2013; Ye et al. 2016). Many of the outliers with abnormally
large centroid time-delays occur along mid-ocean ridge transform
faults (Pérez-Campos et al. 2003; Duputel et al. 2013).

We calculate centroid time-delays (using the ANSS ComCat
hypocenter and GCMT centroid times) and estimate the normal-
ized values for 15 Mw 6 + earthquakes (including the 1993 and
2015 sequences) along the SCT (Fig. 10; Table S2). We also used
W-phase catalog information (http://wphase.unistra.f r and personal
communication with Dr Zacharie Duputel) for the 1993 and 2015
earthquakes. We included all earthquakes greater than Mw 6 that
are within 30 km of the SCT. We did not include earthquakes at the
far western and eastern ends of the SCT. Events at the western end
of the SCT likely represent Australia intraplate tearing and thus are
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1244 Neely, Huang and Fan

Table 2. Expected corner frequencies from centroid time-delay, estimated corner frequencies, rupture dimensions, and stress drops (with 2σ uncertainties)
from the spectral ratios using Brune model and different stacking methodologies for the 2015 sequence. The elliptical model assumes a 20 km minor axis. Full
stack (fixed slope) indicates a set spectrum falloff exponent of 2. In the full stack (free slope) model, we allowed the falloff exponent to vary.

fc (Hz)
Circ. diam.

(km)
Circ. �σ

(MPa)
Ellip. length

(km)
Ellip. �σ

(MPa)

Event: 2015A
Centroid time-delay 0.030 – – – –
EGF stack 0.050 ± 0.006 40.5+5.8

−4.5 1.0+0.4
−0.3 61.0+18.8

−12.9 2.1+0.6
−0.5

Full stack (fixed slope) 0.047 ± 0.005 42.8+4.8
−4.0 0.9+0.3

−0.2 68.1+16.3
−12.0 1.8+0.4

−0.4

Full stack (free slope) 0.077 ± 0.003 26.5+1.1
−1.0 3.7+0.5

−0.4 26.1+2.3
−2.0 4.8+0.3

−0.4

Event: 2015B
Centroid time-delay 0.045 – – – –
EGF stack 0.052 ± 0.008 39.0+7.0

−5.1 2.0+1.0
−0.8 56.4+22.1

−13.9 3.8+1.3
−1.1

Full stack (fixed slope) 0.057 ± 0.006 35.7+3.9
−3.2 2.6+0.8

−0.7 47.5+10.9
−8.1 4.6+1.0

−0.9

Full stack (free slope) 0.057 ± 0.008 35.9+6.3
−4.7 2.5+1.3

−1.0 47.8+18.4
−11.7 4.5+1.5

−1.3

Event: 2015C
Centroid time-delay 0.050 – – – –
EGF stack 0.063 ± 0.011 32.5+6.9

−4.9 2.5+1.6
−1.1 39.1+18.5

−10.8 4.1+1.6
−1.3

Full stack (fixed slope) 0.069 ± 0.008 29.5+4.0
−3.1 3.3+1.3

−1.1 32.4+9.4
−6.6 4.9+1.2

−1.1

Full stack (free slope) 0.067 ± 0.011 30.3+5.7
−4.2 3.1+1.7

−1.2 34.2+14.2
−8.7 4.7+1.5

−1.4
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Figure 7. Corner frequency results for the 2015 events and the EGFs. Triangles and circles indicate Brune and Boatwright models, respectively. Small symbols
indicate EGFs. Large symbols indicate the 2015 events. Error bars represent 2σ . Black symbols are from the EGF stack method. Red symbols indicate results
from the full stack method (only applicable for the 2015 events).

not considered transform boundary seismicity (Neely & Furlong
2018). Along the far eastern end of the SCT, the adjoining Vanuatu
subduction zone dominates the seismicity.

Our distance and magnitude criteria include 16 earthquakes. One
of these earthquakes however has a negative centroid time-delay
(Mw 6.1 27 March, 1982 GCMT ID: 032782E) and has been ex-
cluded from the list. The 15 earthquakes included in Fig. 10 are

listed in Table S2. The larger normalized centroid time-delays are
generally found at the SCT’s eastern end (Fig. 10). The 1993 and
2015 sequences, which contain the SCT’s largest recorded earth-
quakes, exhibit a relative west to east increase in normalized centroid
time-delay values within each sequence. The largest value in each
sequence occurs at the far eastern end of the SCT. 1993B has the
lowest value (0.78) followed by 2015C (0.84) and 2015B (0.85).
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Figure 8. Rupture areas for the 2015 strike-slip earthquake sequence using
the k values from Kaneko and Shearer (2015), assuming a constant rupture
velocity. Top figure shows the three 2015 earthquakes with distance from
the tear. The bottom four cross-section panels show circular and elliptical
models for the EGF and full stack method results. Solid lines indicate mean
rupture extent. Dashed lines indicate 2σ uncertainties.

2015A (1.52) and 1993A (1.05), the earthquakes farthest from the
tear, have the largest values in their sequences, respectively. These
two sequences suggest that normalized centroid time-delays may
increase with distance from the tear and cumulative displacement.
Normalized centroid time-delay values calculated from W-phase
solutions (Duputel et al. 2012) for the 1993 and 2015 sequences

show the same increasing trend with distance from the tear (Fig. 10,
Table S3).

The relative normalized centroid time-delay difference between
1993B (0.78) and 2015A (1.52) is one of the largest normal-
ized centroid-time delay differences for large, similarly oriented,
strike-slip earthquakes globally. A review of strike-slip earthquakes
in the Duputel et al. (2013) data set (Mw 6.5 + earthquakes from
1990–2012) that have similar double-couple orientations (Kagan
2007) and are within 300 km of each other indicates that the
Romanche Transform, offsetting the Mid-Atlantic Ridge and the
Gorda plate are the only other regions with greater normalized cen-
troid time-delay variations (Text S1). However, seismicity along
mid-ocean ridge transforms such as the Romanche Transform is
strongly affected by thermal structure (Abercrombie & Ekström
2001) rather than displacement-driven maturation. Additionally,
the Gorda Plate earthquakes do not all occur on the plate bound-
ary and are not likely occurring along the same suite of struc-
tures. Since the SCT has the largest normalized centroid time-delay
variations among comparable transform faults, the west-to-east in-
crease of normalized centroid time-delay along the SCT is likely
not due to random perturbations. The repetition of this west-to-
east increase in both the 1993 and 2015 sequences, which may
represent a full seismic cycle, further suggests that we are ob-
serving systematic rupture variations indicative of underlying fault
properties.

Assuming a triangular source–time function, which relates to a
simple earthquake rupture rather than multiple subevents, the corner
frequency can be calculated from the centroid time-delay (Duputel
et al. 2013)

fc = 1

πτCT D
. (9)

Based on the observed centroid time-delays for the 2015 se-
quence, we expect 2015A to have the lowest corner frequency while
2015B and 2015C have slightly larger values (2015A: 0.030 Hz;
2015B: 0.045 Hz; 2015C: 0.050 Hz). Note that the relative values
of the predicted corner frequencies are more important than the
absolute values of the predicted corner frequencies given the sim-
ple assumption of a triangular source–time function. The predicted
trend of slightly decreasing corner frequency with distance from
the tear, however, matches the trend observed from the spectral ra-
tio analysis based on omega-square spectral models (Table 2). For
both the predicted and observed corner frequency values, 2015A
has the lowest corner frequency, and 2015C has the highest corner
frequency.

5 S E C O N D M O M E N T S A NA LY S I S O F
T H E 2 0 1 5 E A RT H Q UA K E S E Q U E N C E

We perform a second moments analysis to further investigate the
rupture kinematics of the 2015 earthquake sequence. The second
moments method allows for direct estimation of earthquake length,
width, duration and rupture directivity without an a priori rupture
model (e.g. Silver 1983) to reliably estimate rupture areas for diverse
complex rupture scenarios (McGuire & Kaneko 2018). Knowing
the local velocity structure, earthquake second moments can be
estimated from a set of apparent durations for any given seismic
phases:

μ(0,2)
(

s−

)
= μ̂(0,2) − 2s− · μ̂

−
(1,1) + s−

T · μ̂(2,0) · s−, (10)
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where μ(0,2)(s−) is related to the apparent rupture duration, obtained

directly from the apparent source–time function (ASTF) at different
stations, and the slowness vector s− is determined by the seismic

phase of interest from a given velocity model, for example the
IASP91 (Kennett & Engdahl 1991) model (McGuire et al. 2001).
We investigated the P waves to be consistent with the spectral ratio
analysis. The second moments, μ̂(0,2), μ̂(2,0) and μ̂

−
(1,1) are estimated

following the same procedure detailed in McGuire (2017) and Fan
& McGuire (2018).

Second moments lead to the estimation of earthquake finite
source properties, including the rupture length (Lc), characteris-
tic rupture duration (τc), the characteristic rupture velocity (vc) and
the instantaneous centroid velocity (v−

0
) (Silver 1983; McGuire et al.

2001). The directivity ratio, which is defined as |v−
0
|/vc, ranges from

0 for a symmetric bilateral rupture to 1 for a unilateral rupture. In
general, bilateral ruptures correspond to |v0|/vc ≤∼ 0.5 (McGuire
et al. 2002). Here, Lc is the maximum eigenvalue of xc with n̂ as
the unit eigenvector.

xc (n̂) = 2
√

n̂T
μ̂(2,0)n̂ (11)

τc = 2
√

μ̂(0,2) (12)

vc = Lc
/
τc

(13)
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v−
0

= μ̂
−

(1,1)
/

μ̂(0,2) . (14)

In practice, we first obtain P waves for the three main 2015
earthquakes and the 29 unique EGFs listed in Table S1 for stations
registered in the International Federation of Digital Seismograph
Networks (FDSN) within 90◦ epicentral distance. Seismograms are
bandpass filtered between 0.3 and 1 Hz. We discard records with
low (<5) signal-to-noise ratios defined as the rms ratio of a 10-
s window starting from the IASP91 predicted P-wave arrival time
and a 10-s window preceding the signal window. With the remaining
data, an EGF deconvolution (eqs 6 and 7 in Fan & McGuire 2018)
in the time domain is performed to each main shock–EGF pair at
a given station (Figs 11A and B). The deconvolution procedure
grid-searches starting and ending points (e.g. Fig. 11C) to invert an
apparent source–time function (ASTF, e.g. Fig. 11D), in which total
duration is prescribed to be less than 25 s (Fan & McGuire 2018).
For each master–EGF-station record, we solve for the ASTF that
best fits the first 30 s of the master P wave. We discard any ASTFs
with misfits greater than 50 per cent and calculate μ(0,2)(s−) for

the remaining ASTFs. For example, at station INKA, the apparent
duration (τc) of 2015A is 6.16 s (Fig. 11D). In total, 32 μ(0,2)(s−)

were used to invert the second moments of 2015A, and 29 and 33
were used for 2015B and 2015C, respectively (Fig. 12, Figs S3–S5).

Good azimuthal coverage of the measurements is needed to cap-
ture the directivity of apparent durations to infer the rupture kine-
matics. We initially attempted the second moments analysis using

only the preferred master–EGF pairings. However, this limited az-
imuthal coverage produced insufficient measurements and an un-
stable inversion. By using all the EGFs, we even out the influences
of the outliers and stabilize the inversion. For our spectral ratio
analysis, there is no quantitative measure of EGF quality, which is
why we apply distance constraints. The misfit criteria in the second
moments analysis is a quantitative measure of EGF quality. Only
good EGFs can produce a decent waveform fit thereby allowing us
to relax the EGF distance criteria.

Following Fan & McGuire (2018, see eq. 8 in reference), we
solve for the second moments using the complete apparent duration
data (Model I) and an interpolated data set (Model II) respectively.
Since second moments are spatially smooth (McGuire & Kaneko
2018), we fit 3rd degree polynomials to the sets of apparent duration
observations to reduce the variabilities of the scattered μ(0,2)(s−)

measurements (Fig. 12) and then predict apparent durations (Model
II interpolated data) for the stations to be used in the inversion.
As shown in Fig. 12, the observed apparent durations have a large
scatter for all three earthquakes, reflecting the challenges posed
by limited usable datasets without any near-field observations. The
interpolation helps mitigate the effects of outliers on the second
moments solution. Apparent duration predictions from both models
agree well with each other sharing similar function forms. This
further confirms the interpolation procedure (Fig. 12).

Solutions using the full (Model I) and interpolated (Model II)
data indicate that characteristic rupture length and rupture velocity
increase with distance from the tear, although the magnitude of
these trends vary with the data used for the inversions. The full
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Figure 12. Second moments results. Top panel: apparent duration estimates for 2015A (a), 2015B (b) and 2015C (c) versus azimuth. The mean apparent
duration and standard error (SE) of the apparent durations are shown in the upper left-hand corner. Measured values are shown as yellow dots and 3rd degree
polynomial fitted values shown as red line and red dots. Bottom panel: predicted apparent durations, characteristic rupture durations, and characteristic rupture
lengths for 2015A (d), 2015B (e) and 2015C (f). Model I is based on full data set. Model II is from fitted 3rd degree polynomial.

data inversion (Model I) results indicate that characteristic rupture
length (Lc) increases with distance from the tear, from 19 km for
2015C to 37 km for 2015B and 61 km for 2015A (Table 3, Fig. 12).
Estimated characteristic rupture durations (τc) are similar (∼8 s) for
all three earthquakes. Considering the large differences in rupture
length, the similar rupture durations indicate considerable variation
in the characteristic rupture velocity (vc) with values ranging from
8.0 km s–1 for 2015A to 2.4 km s–1 for 2015C. The interpolated data
model (Model II) shows a smaller increase in characteristic rupture
length with distance from the tear although 2015A’s characteristic
rupture length is still almost twice as long as 2015C’s (2015A:
36 km; 2015B: 31 km; 2015C: 19 km, Table 3, Fig. 12). Model
II suggests that 2015A has a slightly longer rupture duration (8.5
s) than 2015B and 2015C (∼7.5 s). Rupture velocity increases
with distance from the tear (2015A: 4.3 km s–1; 2015B: 4.1 km s–1;
2015C: 2.6 km s–1) although the range of values is not as large as
Model I. The directivity ratios from both Model I and Model II
suggest that all three earthquakes ruptured bilaterally (Table 3).

Stress drops calculated from the second moments analysis show
a decrease in stress drop with distance from the tear (Table 3).
Assuming an elliptical fault with length and width defined by the
characteristic rupture lengths and widths, we use eq. (5) to estimate
stress drops. The rupture width is the second largest eigenvalue of
the second spatial moment tensor, and it is less well resolved for
the 2015 earthquakes because of the lack of near-field data. For

instance, the estimated width of the 2015C earthquakes is around
3 km, which leads to a stress-drop estimate greater than 400 MPa.
Such values might not be accurate on an absolute scale, but are
consistent for the 2015 earthquakes because we applied the same
approach for all three events. Assuming the resolved rupture widths
are representative for the three earthquakes, both Model I and Model
II indicate decreasing stress drop with distance from the tear with
2015C having the largest stress drop followed by 2015B and 2015A
(Table 3).

The second moments estimates of characteristic rupture veloc-
ities also allow for a re-estimation of the rupture area and stress
drop from corner frequency. Using eqs (2) and (4), we re-estimate
rupture area and stress drop assuming a Brune model and circular
fault (Table 4). We assume that rupture velocity (vr) is half of the
characteristic rupture velocity (this assumes a bilateral rupture) and
make the following substitution: β = vr/0.9 . Using the Model
I rupture velocities, both the EGF stack and full stack methods
still indicate an increase in rupture length with distance from the
tear (Table 4). 2015C has the smallest diameter (∼30 km) followed
by 2015B (35–40 km) and 2015A (50–55 km). The corresponding
stress drop estimates indicate a two orders of magnitude decrease
in stress drop with distance from the tear from 2015C (∼55 MPa)
to 2015A (∼0.5 MPa). The results from Model II show similar in-
creasing rupture diameter and decreasing stress drop trends with
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Table 3. Second moments results for the 2015 sequence.

Model I

Event Length (km) Width (km) Duration (s)
vc (km

s–1)
v0 (km

s–1) v0/vc Ellip. �σ (MPa)

2015A 61.2 9.1 7.6 8.0 2.7 0.3 10.0
2015B 37.3 3.9 7.6 4.9 0.6 0.1 152.7
2015C 18.6 2.9 7.9 2.4 0.4 0.2 406.3
Model II
2015A 36.4 3.2 8.5 4.3 1.6 0.4 133.7
2015B 30.8 3.9 7.6 4.1 0.6 0.1 185.5
2015C 19.5 2.5 7.4 2.6 0.3 0.1 480.5

Table 4. Corner frequency based estimates of rupture diameter and stress drop using rupture velocities from the second moments analysis. 2σ uncertainties
indicated.

Model I Model II

Circ. diam. (km) Circ. �σ (MPa) Circ. diam. (km) Circ. �σ (MPa)

Event: 2015A
EGF stack 51.6+7.4

−5.8 0.5+0.2
−0.2 27.5+4.0

−3.1 3.3+1.4
−1.1

Full stack (fixed slope) 54.5+6.2
−5.0 0.4+0.1

−0.1 29.1+3.3
−2.7 2.8+0.9

−0.8

Event: 2015B
EGF stack 30.3+5.4

−4.0 4.2+2.2
−1.7 25.0+4.5

−3.3 7.4+3.9
−2.9

Full stack (fixed slope) 27.8+3.0
−2.5 5.5+1.8

−1.5 23.0+2.5
−2.1 9.7+3.1

−2.6

Event: 2015C
EGF stack 12.2+2.6

−1.8 47.0+29.4
−20.7 13.5+2.9

−2.0 34.8+21.8
−15.3

Full stack (fixed slope) 11.1+1.5
−1.2 62.5+25.2

−19.9 12.3+1.7
−1.3 46.2+18.7

−14.7

distance from the tear; however, the magnitudes of the trends are
less pronounced (Table 4).

6 D I S C U S S I O N

Using omega-square Brune and Boatwright spectral models, we find
the corner frequencies of the 2015 sequence decrease slightly with
distance from the tear (Fig. 7) regardless of stacking methodology.
Since corner frequency is inversely proportional to rupture duration,
a decrease in corner frequency may be due to either an increase in
rupture length or a decrease in rupture velocity for earthquakes
with similar magnitudes. Assuming a constant rupture velocity for
the 2015 master events, we find that rupture length increases with
distance from the tear in (Fig. 8, Table 2), although the choice of
spectral ratio stacking methods and spectral models influences the
magnitude of this trend. We also observe an increase in earthquake
rupture length and an increase in the mean of apparent duration
with distance from the tear from the second moments analysis
(Fig. 12). The Model I and Model II second moments character-
istic rupture lengths are shorter than the elliptical rupture lengths
estimated from the EGF and full stack methods (using a fixed rup-
ture velocity) except for the Model I estimate for 2015A, which
closely matches the corner frequency results (Tables 2 and 3). Al-
though the magnitude of the increasing rupture length trend varies
with methodology, the consistent trend observed from independent
analyses suggests that it is robust. Similar corner frequency and
second moments analyses by Chen & McGuire (2016) on Mendo-
cino Triple Junction earthquakes also showed that although absolute
values may vary, the application of multiple independent meth-
ods can highlight interevent variability. Increasing rupture length

is also one plausible explanation for the observed increase in nor-
malized centroid time-delay for the 2015 sequence (Fig. 10). For
earthquakes with similar magnitudes, the earthquake with a longer
rupture length will have a larger centroid time-delay when the rup-
ture speeds are comparable (Pérez-Campos et al. 2003; Duputel
et al. 2013).

Decreasing rupture velocity could also account for the corner
frequency and normalized centroid-time delay trends, although this
seems unlikely as the second moments analysis indicates that rup-
ture velocity increases (not decreases) with distance from the tear
(Table 3). Previous analyses of rupture velocities of large conti-
nental earthquakes also suggest that rupture velocity is more likely
to increase (rather than decrease) along mature portions of a fault.
Perrin et al. (2016) found that during large continental earthquakes,
fault sections farthest from the long-term fault propagating tip (i.e.
those along more mature fault sections) experience faster rupture
velocities (if significant rupture variations are observed) compared
to the fault sections closer to the fault propagating tip (i.e. the im-
mature fault sections). In addition, the radiated energy data of the
2015 master events (IRIS DMC 2013) shows that 2015A radiated
more high frequency energy (4.59e13 J) than 2015C (3.57e13 J),
contradicting the slow rupture velocity hypothesis as a slow rup-
ture radiates less energy at high frequencies than a similarly sized
earthquake with normal rupture speeds (Kanamori & Rivera 2006).
Therefore, decreasing rupture velocity is not likely the reason for
the observed corner frequency decrease and normalized centroid
time-delay increase in the 2015 sequence.

Increasing rupture complexity is another plausible explanation
for the observed increase in the normalized centroid time-delay
(Pérez-Campos et al. 2003; Duputel et al. 2013). 2015A’s devia-
tion from the standard omega-square model suggests that it may be

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/219/2/1237/5543901 by Florida State U

niversity C
ollege of Law

 Library user on 13 Septem
ber 2019



1250 Neely, Huang and Fan

a complex rupture, similar to observations by Uchide & Imanishi
(2016). By allowing the spectral falloff exponent to also vary freely,
we estimate a larger spectral falloff exponent and corner frequency
for 2015A, which leads to a decrease in the circular rupture diame-
ter from 43 to 27 km and a decrease in the elliptical rupture length
from 68 to 26 km (Table 2). 2015A’s stress drop also increases to
∼4–5 MPa. 2015A’s rupture length and stress drop values estimated
via the best-fitting falloff, however, are unlikely to represent the ac-
tual source parameters since both the circular and elliptical rupture
models assume simple source spectra with a fixed spectral falloff.
Both an increase in rupture length or rupture complexity could ac-
count for 2015A’s relatively large normalized centroid time-delay.
However, the second moments analysis favors the varying rupture
length hypothesis.

A similar normalized centroid-time delay increase with the 1993
earthquakes suggests that our observed trend may not be a ran-
dom occurrence. Both 1993A and 2015A, which ruptured similar
portions of the SCT farthest from the tear, have the largest normal-
ized centroid time-delays in their respective sequences. The other
Mw ∼7 earthquakes that occurred on sections of the SCT closer
to the tear have the lowest normalized centroid time-delay val-
ues. This repetitious pattern suggests that earthquakes farther from
the tear behave systematically differently than those closer to the
tear.

Cumulative fault displacement may be driving these along-strike
rupture variations. Along the SCT, distance from the tear equates
to total cumulative displacement. 2015A occurred ∼80 km farther
from the tear than 2015C. This distance–displacement relationship
means that 2015A’s fault section has experienced ∼80 km more dis-
placement than 2015C’s fault section. Likewise, 1993A occurred
on a portion of the fault that has experienced ∼70 km more dis-
placement than 1993B’s section. In continental strike-slip settings,
Wesnousky (1988) observed a reduction in structural complexity
with increasing fault displacement. Structural features like fault
step overs (Wesnousky 2006) have been found to limit strike-slip
earthquake rupture extent and should be reduced with increased
displacement. Based on this structural evolution model, we would
expect that the consolidation and lengthening of fault segments
would lead to longer earthquake rupture lengths and faster rupture
speeds as rupture barriers are minimized. Note that an increase in
earthquake complexity would appear to run counter to this model,
but it is possible that an increase in earthquake complexity may rep-
resent an unexpected transient effect of fault evolution. Although
more earthquake source observations along the SCT are required
to determine whether longer or more complex ruptures are causing
the along-strike rupture variations, our observations of two simi-
lar earthquake sequences that may represent a complete earthquake
cycle support ongoing displacement-driven fault maturation, pos-
sibly reflecting a continuation of the SCT’s development process
observed by Neely & Furlong (2018).

5 C O N C LU S I O N

We have utilized spectral ratio analyses via EGFs to document
the rupture properties of a 2015 sequence of propagating strike-
slip earthquakes along the SCT. Traditional omega-square spectral
models indicate that corner frequency values decrease slightly with
distance from the tear, which most likely indicates increasing rup-
ture length. The 2015 earthquake farthest from the tear, however,
deviates from the traditional omega-square model, suggesting pos-
sible rupture complexity. Our second moments analysis of the 2015

sequences indicates a possible increase in rupture length and rup-
ture speed with distance from the tear. Both an increase in rupture
length or complexity may explain the 2015 sequence’s increase in
normalized centroid-time delay with distance from the tear. A simi-
lar centroid-time delay trend for the 1993 earthquake sequence sug-
gests that earthquake rupture varies systematically along the SCT.
Since distance from the tear represents total cumulative displace-
ment, the rupture variations of these moderate-to-large strike-slip
earthquakes may be further evidence of displacement-driven matu-
ration along the SCT.
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Figure S1. Full stack method synthetic tests. We stack spectra across
EGFs to ensure that the master corner frequency is recoverable. Top
panel: Four Brune spectra with the same master corner frequency
but different moment ratios and EGF corner frequencies. Middle:
Same spectra with noise added (sampled from a log-normal distri-
bution with standard deviation 0.5). Bottom panel: Stack from all
four spectra. The estimated master corner frequency of 0.04 Hz is
0.01 Hz lower than the input master corner frequency (0.05 Hz) but
is similar to the synthetic signals with noise. Therefore, the master
corner frequency is recoverable using this methodology. This stack-
ing method works for both Brune and Boatwright models if EGF
corner frequencies are within ∼1 order of magnitude of each other.
Figure S2. Full stack spectra (free slope) (2015 earthquake se-
quence) (grey) with best fitting Brune model (red) when falloff
exponent is allowed to vary. Note the steeper falloff for 2015A (∼5)
compared to 2015B and 2015C (∼2).
Figure S3: 2015A apparent source–time function deconvolution.
Panel A: Mainshock and synthetic with station and misfit indicated.

Panel B: EGF (blue) with mainshock (grey). Panel C: Apparent
source–time function with centroid time (red dot) and characteristic
duration (red line) indicated.
Figure S4: 2015B apparent source–time function deconvolution.
Panel A: Mainshock and synthetic with station and misfit indicated.
Panel B: EGF (blue) with mainshock (grey). Panel C: Apparent
source–time function with centroid time (red dot) and characteristic
duration (red line) indicated.
Figure S5: 2015C apparent source–time function deconvolution.
Panel A: Mainshock and synthetic with station and misfit indicated.
Panel B: EGF (blue) with mainshock (grey). Panel C: Apparent
source–time function with centroid time (red dot) and characteristic
duration (red line) indicated.
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